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Abstract

I propose a new method of analyzing intrusions: instead of analyzing evidence and deducing what must have happened, I find the intrusion-causing circumstances by a series of automatic experiments. I first capture process’s system calls, and when an intrusion has been detected, I use these system calls to replay some of the captured processes in order to find the intrusion-causing processes—the cause-effect chain that led to the intrusion. I extend this approach to find also the inputs to those processes that cause the intrusion—the attack signature.

Intrusion analysis is a minimization problem—how to find a minimal set of circumstances that makes the intrusion happen. I develop several efficient minimization algorithms and show their theoretical properties, such as worst-case running times, as well as empirical evidence for a comparison of average running times.

Our evaluations show that the approach is correct and practical; it finds the 3 processes out of 32 that are responsible for a proof-of-concept attack in about 5 minutes, and it finds the 72 out of 168 processes in a large, complicated, and difficult to detect multi-stage attack involving Apache and suidperl in about 2.5 hours. I also extract attack signatures in proof-of-concept attacks in reasonable time.

I have also considered the problem of predicting before deployment which components in a software system are most likely to contain vulnerabilities. I present empirical evidence that vulnerabilities are connected to a component’s imports. In a case study on Mozilla, I correctly predicted one half of all vulnerable components, while more than two thirds of our predictions were correct.

Zusammenfassung


Einbruchsanalyse ist ein Minimierungsproblem—wie findet man eine minimale Menge von Umständen, die den Einbruch passieren lassen? Ich entwickle einige effiziente Algorithmen und gebe sowohl theroretische Eigenschaften an, wie z.B. die Laufzeit im ungünstigsten Fall, als auch empirische Ergebnisse, die das mittlere Laufzeitverhalten beleuchten.

Meine Evaluierung zeigt, dass unser Ansatz korrekt und praktikabel ist; er findet die 3 aus 32 Prozessen, die für einen konstruierten Angriff verantwortlich sind, in etwa 5 Minuten, und er findet die 72 von 168 Prozessen, die für einen echten, komplizierten, mehrstufigen und schwer zu analysierenden Angriff auf Apache und suidperl verantwortlich sind, in 2,5 Stunden. Ich kann ebenfalls Angriffs-Signaturen eines konstruierten Angriffs in vernünftiger Zeit erstellen.

Ausführliche Zusammenfassung

Üblicherweise werden Einbrüche analysiert, indem Spuren gesucht und ausgewertet werden. Daraus wird dann zeitlich rückwirkend auf die Ursache-Wirkungs-Kette geschlossen, die den Einbruch verursacht haben muss. Eine solche deduktive Vorgehensweise hat jedoch einige Nachteile:

Vollständigkeit. Spuren sind oft nicht in ausreichender Menge vorhanden, um die Ursache oder die Ursachen verläßlich bestimmen zu können. Spuren werden von Angreifern gelöscht oder manipuliert, fallen aber auch manchmal routinemäßigen Wartungsarbeiten zum Opfer.

Minimalität. Die relevanten Spuren sind oft in einer großen Menge anderer nicht relevanter Daten verborgen und sind deshalb schwer zu finden. Manche Spuren sind verschlüsselt oder kodiert und können daher mit automatischen Verfahren nicht gefunden werden.


In dieser Sichtweise ist Einbruchsanalyse ein Minimierungsproblem—wie kann man eine minimale Menge von Umständen finden, die den Einbruch geschehen lassen? Ich entwickle einige effiziente Algorithmen zur Minimierung und gebe sowohl theoretische Eigenschaften an, wie z.B. die Laufzeit im ungünstigsten Fall, als auch empirische Ergebnisse, die das mittlere Laufzeitverhalten beleuchten.


Meine Evaluierung zeigt, dass der Ansatz korrekt und praktikabel ist; er findet die 72 von 168 Prozessen, die für einen echten, komplizierten, mehrstufigen und schwer zu analysierenden Angriff auf Apache und suidperl verantwortlich sind, in 2,5 Stunden. Dieser Angriff kann mit keinem anderen heute bekannten Werkzeug automatisch aufgedeckt werden.

Ich habe diesen Ansatz erweitert, um auch die einbruchsverursachenden Eingaben dieser Prozesse zu finden—die Angriffs-Signatur. Studenten haben unter meiner Leitung für zwei Angriffstypen (Puffer-Überlauf und blockweises Auftreten von
Schadcode) Algorithmen entwickelt, die die Angriffs-Signatur besonders effizient erstellen, wobei sie immer noch korrekt funktionieren, wenn dieser spezielle Angriffstyp nicht vorliegen sollte.

Im Gegensatz zu anderen Signatur-Extraktionsalgorithmen hat dieser Ansatz einige Vorteile. So benötigt er nicht hunderte oder tausende Angriffsinstanzen wie z.B. typische Wurm-Analyseprogramme, sondern funktioniert auch mit einer einzigen Angriffsinstanz. Ausserdem ist er nicht auf bestimmte Angriffsarten festgelegt, sondern analysiert z.B. auch Angriffe, die durch Fehlkonfiguration möglich wurden.


Ich bringe empirische Anhaltspunkte, dass Schwachstellen mit Importen und Funktionsaufrufen korrelieren. In einer Fallstudie über Mozilla zeige ich, dass es Importe gibt, die in 96% aller Fälle mit Schwachstellen korrelieren. In anderen Fällen korrelieren Importe sogar zu 100% mit Schwachstellen.


Veröffentlichungen


Preface

Working in computer security is working at the limits of computer science. Blackhats, unlike ordinary users, are constantly and actively seeking to undermine the assumptions that we make when we design or deploy systems, and are aggressively trying to find ways to make the system behave in an unexpected way.

This thesis is the result of studying ways to mitigate the damage attackers can do to computer systems. The central assumptions are that attacks happen because of faulty software and that they will remain a fact of life for the foreseeable future. The rationale behind these beliefs is explained in Chapter 1.

One promising way to mitigate damage after we deploy software is to use experimental methods to find out which interactions of the system with the outside world are relevant for an attack, and which are not. In order to be able to use experimental methods, we need the ability to repeat past interactions at will, and to change what is repeated: we need capture and replay capabilities.

While this work was very interesting, it also had its low points. The reason was that replay was much more difficult than I had anticipated. At more than one time during the implementation of capture and replay, I believed that I had made assumptions that would make it impossible to analyze many interesting classes of attacks. Fortunately, this usually turned out to be wrong, and where it didn’t, it turned out to be fixable, and where it wasn’t fixable, it could be argued that it was irrelevant or uninteresting.

If we look at the part of the software lifecycle before deployment, we can use machine learning methods to find those components of a software system that are most likely to contain vulnerabilities. This was the most rewarding part of my work, since I was presented with an unexpected result: of all the features I looked at, the one best suited was the import structure of a component. There is some theory that explains why this might be so in Section 6.6.

Along for the ride was my advisor Andreas Zeller, who was very patient and supportive. Thanks, Andreas! Michael Backes was kind enough to be my second reviewer. Thank you, too! Other passengers included at various times some past and present members of the Software Engineering Group at the Saarland University, notably Martin Burger, Silvia Breu, Holger Cleve, Valentin Dallmeier, Christian Lindig, Rahul Premraj, and Thomas Zimmermann.

Above all, I dedicate this work with gratitude and love to Stefanie.

Saarbrücken, February 2008
Stephan Neuhaus
A ccording to an estimate in the FBI’s 2005 Computer Crime Survey, computer crime has cost the US economy a staggering $67 billion in 2005, or about 0.5% of the entire US gross domestic product [59, 74]. The 2006 survey [39] no longer has a national estimate, but the figures do not suggest that the situation has significantly improved. Where do these huge losses come from? According to the report, they are mostly due to “viruses” (65% of all respondents), unauthorized access to network resources (42%), and unauthorized access to information (32%). This means that most of the losses come not from human nature, bad communications, wrong policies and so on, but instead from faulty software.

One possibility to reduce or completely eliminate these losses would be to deploy only software that has been rigorously proved to be defect-free. Even if this could be enforced—and there is no evidence that it could—, there are several drawbacks with this approach:

- Specifying software and proving it correct slows down the software’s time to market, a penalty that most software companies would rather not incur, given today’s market pressures. In the words of one specialist, “If they don’t have to do it—for example in order to get a certificate—, they won’t do it.” [153]
- It would work only or future software, but not for most legacy software because most legacy software is generally without a formal specification. It is certainly possible to create specifications retroactively. But software that is already deployed without prior specification will have specifications that are much more complicated than those that are created before the software is written. Such specifications will therefore tend to take even longer than pre-deployment specifications. Whether such post-deployment specifications are at all amenable to automatic proofs is unclear. Experience within the Verisoft project [167] with AMD’s Hypervisor—a hardware project—indicate that it may be possible, but only at the expense of significant manpower by exceptionally well-trained personnel [98]. Hardware is in general much better specified than software because the deployment of fixes—in this case, defect-free processors—is much more difficult than for software: one cannot download a new processor over the Internet.

\(^1\)One suspects that the CSI and FBI lump together all kinds of malware under the descriptive title of “viruses” here.
• Rewriting such software is also out of the question most of the time because of the huge investment in time, money and training that went into the creation and deployment of the original software.

• Even software that has been rigorously proved to be defect-free and secure may not be immune from practical attacks. For example, an encryption algorithm may have perfect secrecy, yet be vulnerable to timing attacks as done by Dan Bernstein on AES [21], or by David Brumley and Dan Boneh on SSH [25]. As David Basin put it: “You cannot neglect best practices just because you have proved something to be correct.” [19]

Therefore, if we want to reduce the damage done by security incidents due to faulty software, we can do that on two fronts:

**After deployment.** If we were able to **analyze** attacks automatically, we could enable vulnerable computers to analyze attacks and then prevent them automatically (Chapters 2, 4, and 5).

**Before deployment.** If we were able to **predict** which components of a program were particularly prone to vulnerabilities, we could direct our quality assurance efforts at these components. For example, we might expose the components in question to source code review and security assessment or penetration testing [52], or prove them correct or redesign them in a more secure manner. If we make good predictions, we can risk testing the other less vulnerable components less (Chapter 6).

Chapter 4 also provides a stand-alone framework for the analysis of minimization algorithms and uses this framework to analyze several algorithms such as delta debugging and two others that were developed to deal with the demands of minimization when replaying processes. We finish this thesis with a summary and conclusions (Chapter 7).

The two projects that gave rise to this work can be found at

http://www.st.cs.uni-sb.de/malfor/

and

http://www.st.cs.uni-sb.de/softevo/
Chapter 2

Causes And Effects

How often have I said to you that when you have eliminated the impossible, whatever remains, however improbable, must be the truth?

—Sherlock Holmes in Arthur Conan Doyle, The Sign of the Four, 1890

Debugging systems of interconnected programs is usually done in an ad-hoc manner. For single programs, there is quite some theory to explain how failures come to be, how they propagate, and how they manifest [185], but there is little theory to explain the causes of system failures. There is also little support: not only are there precisely few tools that allow debugging systems of programs, but the programs being debugged also often offer the debugger only little help, for example by providing clear and meaningful log files.

2.1 Analysis of Break-Ins

2.1.1 Forensic Analysis of Break-ins

The traditional method of answering the question of how a break-in came to be is to pore over log files in the hope that they contain enough clues to help us discern what must have happened. Traces of erased files and other evidence can also help. This is called “forensic analysis”, and there exist some excellent tools to aid the analyst [32, 58], mainly in the process of gathering and collating evidence.

Even though there have been attempts to automate this analysis [53, 90], forensics is by and large done manually and there is currently not much research that tries to automate the analysis process.

For example, the Communications of the ACM has devoted much of its February 2006 issue to forensics. Of the articles in the issue, two were on live forensics [5, 31], three on formats and standardization [38, 67, 80], one on visualization [154], and two on future aspects of forensics [22, 142]. Only one was on the technique of constructing the event chain for a sophisticated intrusion [33]. The manual character of such investigations is evident in sentences such as “Digital investigators are continually...
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seeking more effective ways to process and visualize network logs to identify suspicious activities and recover data from covert, encoded network traffic.”, or “Once a potential source of evidence has been preserved, digital investigators immediately begin dissecting it for information pertaining to the intrusion.” These quotes mean that forensics is still more of a craft than an automated technique.

Even evidence gathering (as opposed to analysis) is becoming more difficult. Given the adversarial nature of evidence—it might be hidden or disguised—much of the available material will need to be inspected manually in order to see whether it contains usable evidence. However, given the sheer size of today’s hard disks and process memories, manual inspection is simply no longer feasible.

Some attacks may not leave any usable evidence at all.

Finally, even if we could gather all the evidence, we might draw the wrong conclusion from it. For example, we could easily believe that if a file was changed, there must have been a process that has opened it. As we will see in Chapter 5.3, this is not necessarily the case: a loadable kernel module can modify a file without the corresponding open call.

The reason why such mistakes happen is that deductive reasoning always requires a previous modeling step in which facts from the real world are abstracted away so that the only remaining things are those that are presumably of interest to the problem at hand. For example, the fact that computers are real, physical things that take up space and have weight is usually deemed irrelevant for security analysis and consequently does not appear in any security model. In the words of Steve Bellovin [20]:

Any proof depends on your axioms or system model. In security, though, an attacker can often attack via a different model. Thus, we may have ciphers that are fine at the 0s and 1s level but are vulnerable to things like differential power analysis, cache timing, etc. Even at the 0s and 1s level, did the proof of security account for things like related-key attacks?

Mathematicians have known since Euclid that axioms are important. Security, though, is math embedded in the real world, and that matters. Put another way, Euclidean geometry is completely valid as a pure mathematical system. But that doesn’t mean it applies in a relativistic universe. Sure, we live far from any space-warping masses, so we can pretend that the angles in our triangles add up to 180 degrees. In the security world, though, the attacker will toss a black hole at us to warp the space around our provably-secure triangular encryptor. Was that proof of security flawed? Ask Riemann or Lobachevsky.

More concretely, Dolev-Yao models [51] are used in the analysis of security protocols. They abstract away many details of concrete encryption and hash functions and work only by rewriting abstract terms. A protocol that is deemed safe according to that model may not be so in real life, for example because the encryption algorithm may be susceptible to a timing attack. Therefore, if the abstraction used in the model is not suitable for the attack that we wish to analyze, we may get the wrong results.
2.1. ANALYSIS OF BREAK-INS

2.1.2 Cause-Finding as Minimization

The approach outlined in this thesis is to work experimentally. First, we capture enough information so that the system—or those parts of the system that we are currently interested in—can be replayed. That takes care of evidence gathering: if we assume that the system is in an uninfected state at the beginning of capturing and infected at the end, the transition must be somewhere in between. If we can replay the system using the captured information, we can gather evidence post facto if need be, or we can redeclare the captured information to be the evidence.

Once we have captured failure-causing information, we can then replay subsets of the captured system and thus see whether those replayed parts are relevant for the intrusion or not. The goal is thus to separate the relevant from the irrelevant information. Once this is accomplished, we are left only with relevant information, which we call the cause of the break-in. The justification for this is the counterfactual or "what if" definition of causality: we say that a set of events $A$ causes an event $b$—called the effect—if $b$ would not have happened if the events in $A$ hadn’t occurred. This is the counterfactual definition of causality.

For our work, we adopt the closest-world condition of the counterfactual definition and call $A$ the actual cause of $b$ if $A$ is the (or a) smallest and most recent set of circumstances that we have to remove so that $b$ does not happen. By extension, we call a finite sequence $(C_1, \ldots, C_n)$ of causes a cause-effect chain if $C_k$ is the actual cause of $C_{k+1}$ for $1 \leq k < n$. More discussion follows below in Section 2.1.3.

Actual causes need not be unique. For example, if two stones are thrown at a glass bottle so that they arrive there simultaneously, either one could be the actual cause. However, two actual causes will always have the same number of events; otherwise the larger set is not a cause because it violates the closest-world condition.

In our formulation, finding a cause is equivalent to finding a smallest set of circumstances that will make the effect go away if removed, yet will keep as many of the original circumstances as possible. In other words, finding a cause is the problem of minimizing a set of intrusion-causing circumstances. This new view of causation as minimization for cause-finding within computer programs was first developed by Andreas Zeller [185].

Using a suitable minimization algorithm $M$, we then arrive at the following informal method for cause-finding:

1. Let $M$ choose a subset of the effect-causing circumstances.
2. Build a world in which only these circumstances happen.
3. See whether the effect still occurs.
4. If it does not occur, take this subset as the new cause and go to step 2.
5. If the subset cannot be minimized any further, terminate. The current subset is then the actual cause. Otherwise, go to step 1.

This method will be hard to use in the real world because it will in general be impossible to exactly recreate something that is already past. Luckily, that is not always necessary: it will suffice to recreate enough circumstances so that the effect
can still occur. This is rather easy for computer programs because we can control everything that they input, plus all aspects of the computation environment such as thread schedules and so on.

The above algorithm embodies the scientific method: step 1 is the formulation of a hypothesis, step 3 is the test by experiment of that hypothesis, and steps 4 and 5 refine the hypothesis, both when the experiment supports and contradicts it. The explicit use of experimental methods to analyze attacks is also new.

The main advantages of this method is that the resulting minimized set has been experimentally shown to be relevant: the result was obtained not by deduction, but by trying the circumstances and seeing what actually happens. This lends the results a credibility and a tangibility that deductive results do not have. In order to trust in a deductive result, an act of belief is necessary, namely that the principles on which the deduction is founded are correct and that the deduction itself happened according to the laws of logic. This belief is necessary even when we feel competent enough to check the deduction ourselves; in this case, it is the belief that we are able to deduce logically and to assess the validity of the assumptions underlying the deduction.

This is not so with results that have been obtained in an experimental way because they contain a test case that can be replayed. For example, if I claim that a certain misconfiguration in Apache was the cause of an attack, and if someone tries it out, and it does not happen, then my assertion must have been wrong. It is hard to argue with facts.

To summarize, even if attack analysis were not done manually, these are the problems when using deduction on evidence:

**Completeness.** There might not be enough evidence for the cause to be reliably established.

**Minimality.** The relevant evidence might be buried in a host of other evidence and may thus be hard to see.

**Correctness.** Our reasoning (by human or machine) might be faulty, leading to wrong conclusions.

**Tangibility.** Experimental results can simply be tried out if we want to confirm their validity.

In this work, we will apply this idea to two related problems of incident analysis in order to enable partially automated diagnoses of security incidents. The first problem is to find the processes that were involved in an attack. The second problem is that of finding the input that caused the attack, the attack signature. Both problems are tackled and (partly) solved in Chapter 5.

2.1.3 Philosophical Justification

Through the centuries, many philosophers have tried to understand what causation is. How can we be sure that our definition is a good one? Our discussion of counterfactual causality is based in part on the discussion in *The Stanford Encyclopedia of Philosophy* [114].

---

[1] It is by no means clear, however, that scientists actually use the scientific method. Almost all philosophers who have tackled this question seem to be of the opinion that they don’t. See Appendix A for some discussion.
The counterfactual definition of causality was first proposed by David Hume in his *An Enquiry concerning Human Understanding* [81, Part II]:

> We may define a cause to be an object followed by another, and where all the objects, similar to the first, are followed by objects similar to the second. Or, in other words, where, if the first object had not been, the second never had existed.

One important philosophical and practical problem with this definition is that it works only by arguing about events that did in fact not happen. This makes it difficult to talk about causality in a strictly empirical setting where every claim must be substantiated by experiments. After all, arguing about what would have happened if A had not happened is futile because A did in fact happen, time has moved on, and we cannot turn the clock back.

This problem was solved in 1973 by David Lewis [99, 100] by proposing the existence of possible worlds, worlds that are similar to ours. By ordering the worlds with respect to their degree of similarity to ours, he creates a partial ordering of worlds. For an antecedent A and a consequent C, he next introduces a truth condition for the counterfactual “If A were (or had been) the case, C would be (or have been) the case”, written \( A \leftarrow C \). In his definition, \( A \leftarrow C \) is true in the actual world if any of the two following conditions hold:

1. there are no possible A-worlds; or
2. there is an A-world in which C holds and that is closer to the actual world than any A-world in which C does not hold. (This is called the closest-world condition of counterfactual causality.)

The basic idea behind this definition is that \( A \leftarrow C \) is true if “it takes less of a departure from actuality to make the antecedent true along with the consequent than to make the antecedent true without the consequent.” [114]

For distinct and possible event sets A and a possible event b, he defines that \( b \) causally depends on A if and only if

1. “A occurs” \( \leftarrow \) “b occurs”; and
2. “A does not occur” \( \leftarrow \) “b does not occur”.

If A and b are actual events, the first condition becomes trivially true because there is an A-world in which b holds and that is closer to the actual world than any A-world in which b does not hold: this is the actual world. The definition then simplifies to:

**Definition 2.1 (Counterfactual Causality of Events).** Let A be a set of distinct and possible events, and let b be a possible event, distinct from any event in A. We say that \( b \) causally depends on A if and only if “A does not occur” \( \leftarrow \) “b does not occur”.

---

2The formulation “in other words” suggests that Hume thought that the two sentences were equivalent, when they are in fact not. The first definition says that if A or something similar happens, then b or something similar happens always. The second definition says that if A does not happen, then b also does not happen.
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This definition takes care of problems that occur with simpler attempts at defining causality. For example, if it is true that if $A$ didn’t happen then $b$ wouldn’t have happened, we might call $A$ the cause of $b$. In one example, let $b$ be “The Second World War”, and let $A$ be, for example, (“Existence of oxygen”) or something even more ridiculous like (“Existence of the universe”). Certainly, the Second World War couldn’t have happened without a universe for it to happen in, but that is not what we mean by cause. The closest-world condition rules out such non-causes.

The counterfactual definition of causality is not the only possible one. Taking David Hume’s attempt at defining causality above, for example, another possible definition is to say that causes are invariably followed by their effects. This is known as the regularity definition of causality.

The biggest difficulty with that definition is that it contradicts common sense. For example, most people today accept that smoking is a cause of lung cancer. Yet not all smokers develop lung cancer and not all non-smokers do not develop it. Also, a deterministic world-view is no longer compatible with what we know from physics about how the world apparently works. For example, the Heisenberg inequality says that there is an inherent limitation to the accuracy with which we can know a particle’s position and momentum simultaneously, a limitation that is apparently built into the world itself and that is not merely due to imperfect measuring equipment.

Another problem is that a common cause for two effects may lead one to conclude that the two effects are causally related. For example, a drop in atmospheric pressure may lead to the dropping of the mercury column in a barometer, and later to a storm. Under the regularity definition, we would have to conclude that the drop in the barometer causes the storm.

This gives rise to the probabilistic definition of causality; see for example the book by Judea Pearl [132]. In this definition, “causes raise the probability of their effects; an effect may still occur in the absence of a cause or fail to occur in its presence.” [76]

The biggest problem with this definition is that it connects causation with correlation. For example, there is a well-known correlation between birth rate and stork population; one recent result is by Thomas Höfer et al. [77]. Under a simple probabilistic interpretation, we would be forced to conclude that storks bring babies. Another problem is that causes and effects are not necessarily asymmetric under that interpretation. Common sense dictates that causes precede their effects and that therefore effects cannot cause causes. Under the simple probabilistic interpretation, correlation works both ways, so a rise birth rate may also be said to cause a rise in the stork population.

There are ways to fix these problems, but then the definition and the consequences of probabilistic causation become so complicated that they are no longer easily understood.

There are two questions that we must answer if we want to know whether the counterfactual definition of causality is suitable for intrusion analysis:

1. Does the definition satisfy everyday notions of causality as far as they relate to intrusion analysis? Or are there hidden subtleties that may make the understanding of causes difficult?

---

3Even though this presents a problem for some philosophers because it “rules out the possibility of backwards-in-time causation a priori” [76]. Why that would be a problem eludes me, however.
2. Does the definition enable us to decide causality in a practical and effective way? Or is the definition merely suitable for philosophical discussions?

First, the counterfactual definition does indeed satisfy everyday notions of causality. There are some slight subtleties, though: Consider for example a glass bottle and two stones that are thrown at it so that they arrive there one after the other. In the counterfactual sense, both stones are the cause of the glass bottle shattering, because merely removing the stone that arrives first will not lead to the glass bottle staying whole. Common sense, however, would say that the cause of the shattering glass bottle is the first stone, not both. Subtleties like these do not seriously distort the notion of causality, however.

Other definitions, such as the regularity definition or the probabilistic definition, do not add to our understanding of intrusion analysis, because we are dealing with actual events, events that have already happened. We are not interested in whether our cause always or very probably produces the observed effect; we are content if it produces the effect only under the circumstances at hand. In fact, showing only that the cause very probably produces the effect might make the whole method unsuitable for forensic analysis, because it raises questions about reasonable doubt.

Second, the definition does enable us to decide causality in an engineering setting. While it is true that we cannot turn the clock back in order to remove the putative cause and to see whether the effect now vanishes, we can make experiments under conditions that are close enough to the conditions under which the intrusion happened that results will be consistent with counterfactual causality.

The counterfactual definition of causality is well suited for intrusion analysis (and, we suppose, for other similar post-facto cause-finding enterprises).

2.2 Related Work

There is an abundance of related work in the area of intrusion detection and analysis, both commercial and academic, and we can show only a fraction of what is available.5

2.2.1 Tools

Tools to help analyze security incidents come in different levels of abstraction. On the bottom rung are tools that display or collate information that is difficult to view otherwise. For example, there are tools to analyze which programs run at system startup such as autoruns [144]. There are also binary file viewers and editors such as the binary stream editor bsed [51]; bintext, which finds ASCII and Unicode strings in files [63]; or bview, a binary file viewer [94].

Next, there are programs that look at browser information such as CacheView to look at caches [85]; CacheInf that can additionally manipulate them [174]; or CookieView that looks at cookies [182]. On the server side there are log file analyzers such as webalyzer that computes web server statistics for Apache [18]; AWstats that generates graphical usage statistics not only for web servers, but also for ftp and mail

4In the reference frame of the glass bottle. In our discussion, we will consistently disregard relativistic effects, which would in any case merely complicate but not invalidate our arguments.

5If a product is mentioned here, it does not mean that we endorse this product or that some other product might not suit a particular purpose better; the products are mainly included to demonstrate that there are many of them. We are not affiliated with any company that makes or markets such tools.
servers [48]; Eventlog that looks a Windows NT event logs [112]; http-analyze that computes web statistics for a number of web servers [140]; Analog, another web log analyzer [160]; or 123 Log Analyzer, a multi-platform web log analyzer [186].

Furthermore, there are lots of tools to recover lost passwords, for example ActMon Password Recovery XP, that reveals the password that lurks behind a row of dots in an input box in Windows [3]; CmosPwd that recovers BIOS passwords [37]; Lastbit, a password recovery suite for a host of Windows programs [97], or Passkit, a suite that recovers even more passwords [155].

On the next rung are programs that look at filesystem-specific information such as Directory Snoop, a file recovery and secure deletion tool [23]; CopyADS, which looks at so-called alternate data streams (ADSs), a feature of NTFS that hides information from all but the most specialized programs [109]; Disk Investigator, a tool that investigates the raw contents of a disk [152]; and Crockit, which produces various checksums [110].

Disk images are useful when analyzing the forensic traces of a break-in: usually, disks of the attacked system is imaged and the analysis confined to the disk image, for fear of altering the evidence. There are several programs to create disk images, such as Active Disk Image [2], Drive Image [139], or Drive SnapShot [156]. However, most programs create images for backup purposes, and few are usable for forensic purposes. Of those few, there are Diskimag that creates forensic copies of floppy disks [111], or X-Ways Forensics, which can do the same for hard drives [183].

Most of these tools are geared toward presentation or recovery of data on a disk and do not directly support the forensic workflow or do detection.

On the next rung on the ladder are rootkit checkers like chkrootkit [36] and other host-based intrusion detection software like Tripwire [157]. These tools examine the state of a system for obvious policy violations, and are thus an important layer of any well-administered system’s security. However, they cannot find out how this state came into existence.

Still higher up there are toolkits that support the workflows associated with forensic analysis and discovery. There are far fewer such toolkits than there are isolated tools. One example of such a toolkit is The Coroner’s Toolkit [57, 58], plus extensions such as SleuthKit [30, 29], or graphical user interfaces like Autopsy [28].

As a further example of workflow support, consider the Kerf toolkit [11]. It explicitly supports hypothesis generation and refinement, but does not use any experimental techniques to test new hypotheses. The project’s goals are the support of “interaction” (with a human system administrator), “iteration” (of hypothesis generation), and “collaboration” (with other administrators), but do not include automation or experimentation [12].

---

6This program incidentally falls for the “35-pass fallacy”. This fallacy arises when people misunderstand an article by Peter Gutmann called “Secure Deletion of Data From Magnetic and Solid-State Media” [71]. In this article, he outlines a way to use knowledge about a hard disk’s encoding process in order to develop patterns that would magnetize the disk’s platter deeply, thereby erasing any information on a disk. He illustrated his method for MFM (Modified Frequency Modulation) and RLL (Run Length Limited), two encoding methods which were in use in the 1980s and 1990s. This analysis led to a method with 35 passes. Unfortunately, this paper led several security software vendors to think of those passes as a magic voodoo that simply had to be done. Hence the 35-pass method is available in almost all disk-wiping tools, no matter that current methods like PRML (Partial Response Maximum Likelihood) are no longer susceptible to any pattern-based method. Gutmann even describes this on his web page, but to no effect. The most recent company to fall for the 35-pass fallacy was Apple with its Disk Utility. This utility allows one to overwrite a disk before formatting it: the option labeled “most secure” had 35 passes…
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Existing toolkits do not help the investigator interpret forensic data to find the chain of events that led to the security incident.

2.2.2 Research in Intrusion Analysis

When there is tool support for, or research focusing on, the automated analysis of security incidents, it is deductive. In deductive approaches, the evidence is matched with a model of the system under investigation in order to mimic the way in which a human investigator would operate.

In recent times, there has been a large body of research that aims at automatically generating attack signatures by various means, such as vulnerability-based (instead of exploit-based) signatures [26], network-based (instead of host-based) signatures [102], noise introduction to fool automatic signature generators [131], forensic memory analysis [103], or finding zero-day vulnerabilities by symbolic execution and predicate testing [43]. An attack signature is a small substring of a network request that will cause an intrusion and that is somehow characteristic of that particular intrusion. Obviously, this is taking a large step towards the automatic analysis of security incidents, but it is vulnerability-specific. What this means is that these analysis tools are geared towards analyzing a specific kind of vulnerability, such as buffer overflows.

King and others try to answer the more general question of the cause-effect chain that led to the incident. To this end, they use the capturing part of a capture and replay tool called ReVirt [53] to capture the system calls of processes. Once an intrusion is detected, they use this captured information in a tool called Backtracker to construct dependencies between system objects such as processes or files [90]. For example, if a process writes to the password file another process later reads from it, the second process depends on the former through the password file. By following the dependencies from an object of interest backwards, they find one or more chains of events that are dependencies of the object of interest. For example, if there is a process running with system administrator privileges when it shouldn’t, they could find that it has these privileges because the password file was modified and now contains a second administrator account. They then analyze which process last modified the password file, and so on, all the way back to init.

The underlying assumption is that all security-relevant changes in the state of the analyzed machine must have been caused by system calls. But in fact, this is not true: We have written an attack that works by inserting a back door (a new administrator account in the password file) from a loadable kernel module [124]; see also Section 5.3.2. Since the password file is modified from within the kernel, there is no system call that ever modifies the password file. Backtracker cannot analyze this type of attack.

This particular weakness is not restricted to Backtracker; any deductive tool could suffer from a similar flaw. This is because a model is always a simplification of the modelled system and thus necessarily leaves out some parts of it.\(^7\)

---

\(^7\)“The map is not the territory.” [92]
2.2.3 Research in Intrusion Prevention

Can we prevent incidents through infrastructure measures or through analyzing source code? There is a plethora of work on intrusion prevention. For software-based methods, we cite only work on preventing buffer overflows, leaving out work on code injection and other attacks for reasons of space. In general, research on prevention has so far focused mostly on narrow, well-understood intrusion methods such as buffer overflows or code injection. These methods work either statically (that is, without running the program) by:

- detection of memory errors by using annotations [56];
- detecting incorrect pointer usage by axiomatization and subsequent checking of usage against that axiomatization [64];
- analyzing semantic comments to detect buffer overruns [90];
- symbolic methods for bounds checking [143] or memory leak detection [146];
- using type qualifiers to detect format string vulnerabilities [149];
- scanning source code for bad patterns [168, 169];
- transforming the source code to check all pointer accesses (this is a hybrid between a static and a dynamic technique: the technique works statically on the source code but the flaw is detected at runtime) [14];
- finding buffer overruns by static bounds checking through integer range analysis (finding out if accesses could happen outside legal bounds) [173].

Or they may work dynamically (that is, at run time) by:

- preventing buffer overflows by intercepting library calls and containing any eventual buffer overflows [16, 17];
- preventing buffer overflows by rewriting the binary and forcing verification of stack contents before use; also [16, 17];
- preventing buffer overflows by implementing bounds checking or other measures in the compiler [24, 41, 55, 86];
- patching the runtime library to prevent format vulnerabilities [49];
- linking with a special library to prevent format string vulnerabilities [158];
- using fault injection for security analysis [69];
- saving the return address in an inaccessible location and restoring it immediately before function return [165, 166].

Unfortunately, a method that is geared at preventing a certain kind of intrusion method (such as stack-based buffer overflows) will in general not work against other, fundamentally similar methods that work slightly differently (such as heap-based buffer overflows): authors usually exaggerate when they claim that their method will prevent “unknown” intrusions. (There are exceptions to this general rule: for
example, TaintCheck [128] will in general find all overflows. The price here is non-negligible performance overhead.)

Dynamic methods also suffer from the problem of what to do when they detect a buffer overflow. Most tools have no domain knowledge and thus cannot know what the correct response would be. The most common approach seems to be to terminate the process, but it is far from clear that this—or indeed any other approach that treats all processes equally—solves more problems than it creates. For example, the cryptography mailing list has had a long discussion about whether it is better to fail with an error code or to exit the application without giving it a chance to clean up [44]. The consensus, after many days of heated argument, was that one really can’t say in general what the best course of action must be.

There are also anomaly detection methods that use statistical models to distinguish normal from abnormal behaviour; for recent examples, see for example PLAYL [175], and extensions to anomaly-based detection methods to intrusion prevention, such as Autograph [89], or Shadow Honeypots [8]. These techniques work very well, provided that the underlying classification identifies suspicious traffic sufficiently well. If an attack does manage to slip through, however, analysis of the incident is still manual.

There have been recent advances in self-healing software; see for example the work by Locasto and others on Application Communities [124]. They propose to turn the use of a software monoculture from a liability into an asset by enabling it to detect flaws in a distributed fashion and to heal itself from detected exploits. This works well on massively deployed software that is subject to massive well-understood attacks that are automatically detectable as the program runs (such as buffer overflows by by worms). However, if one of these prerequisites is not present, such as with a code injection attack on a custom web shop on a single server, the method will not work at all.

2.2.4 Verification and Formal Methods

What about avoiding security incidents from the outset? There has been a large body of work on the verification of security-relevant software systems. Realistically, this would require the entire execution chain from the processor to the operating system, the compiler and the application to be proved. This is such a massive undertaking that it has only recently been attempted in the Verisoft project [167]. At any rate, these approaches cannot be retrofitted to existing systems such as Linux or Windows because they have no formal specifications and cannot easily be equipped with one. Also, the languages used in implementing these systems (mostly C and C++) may have formal semantics [177], but the problems posed by aliasing (two pointers referring to the same address) and other difficulties preclude efficient static verification of full-blown C and C++ programs.

Also, the adherence of a software system to a formal specification is not in itself a guarantee of security: if the specification is faulty, the program can be proved correct but still be insecure. It is very difficult to specify the security properties of a software system so that the specification captures the intent and is amenable to mechanical verification. For example, even if secrecy conditions are correctly

---

8In the words of Peter Gutmann, there need to be “turtles all the way down” [72].
specified for an encryption scheme, there might still be practical remote timing attacks \cite{21,25,129}. Also, formal specification of security features will usually need to be done by specially trained personnel, which will not usually be available. Gutmann’s book chapter on verification techniques \cite{72,Chapter 4} contains many more examples of the deployment of formal methods in security-related fields (and their subsequent failure to deliver on their promises).

Formal methods may also have practical limitations: recent results by Backes and others have additionally shown that it is not possible to use the Dolev-Yao model, a certain well-known model of (cryptographic) security, to prove that real cryptographic primitives such as hash functions or the exclusive-or operation have certain desirable properties, such as security under composition \cite{15}. We have currently no way of proving important cryptographic primitives secure, and therefore cannot verify or prove the security of implementations that use these primitives.

\begin{quote}
Sometimes, security proofs are impossible with current methods.
\end{quote}
Chapter 3

Minimization: State of the Art

Reason is not measured by size or height, but by principle.
—Epictetus, Discourses, Chapter xii

Beauty depends on size as well as symmetry.
—Aristotle, Poetics, Chapter 7, Section 4

Once we have found an intrusion we want to know which processes have caused it. One could argue that all processes have caused the intrusion, and while this is certainly true, it is not particularly helpful. What we want instead is a minimal set of processes that cause the intrusion. This problem is best tackled in its generality first. In this chapter, we show the state of the art in minimization and postpone its adaptation to intrusion analysis to the next chapter.

3.1 Preliminary Definitions

Before we embark on a quest to find good minimization algorithms, it is useful to define the problem these algorithms should solve.

The idea is that in order to perform experiments to refine hypotheses, we need an oracle that tells us whether a particular set of circumstances leads to the effect that we are currently analyzing. In practice, such an oracle would consist of taking the circumstances and actually carrying out the experiments, but this is irrelevant to the theoretical discussion here.

The general idea is that we have some circumstances that in whole produce some kind of failure, but where the failure does not appear when those circumstances are wholly missing. It follows that there must be some smallest subset of the set of circumstances that produce the failure. The terms below were first defined by Zeller and Hildebrandt [75].

Definition 3.1 (Test Function, Outcome, Failure-Causing Circumstances). Let $C$ be a finite set, called the set of circumstances. The power set of $C$ is the set of all subsets of $C$ and is written $\mathcal{P}(C)$. A function test: $\mathcal{P}(C) \rightarrow \{\checkmark, \times, ?\}$ is called a test function if $\text{test}(\emptyset) = \checkmark$. The value of test is called the outcome of the test, and the
various outcomes are called passing (✓), failing (✗), and unresolved (⊤), respectively. Any set \( F \subseteq C \) with \( \text{test}(F) = ✗ \) is called a failure-causing set of circumstances with respect to \( \text{test} \).

The condition \( \text{test}(\emptyset) = ✓ \) models the requirement that applying none of the circumstances will produce no failure. Note that any function that assigns ✗, ✗, or ✗ to a subset of \( C \) is a test function if only the outcome of the empty set is passing. It is not required that there be any internal consistency to the test. For example, one could assume that if \( \text{test}(F) = ✗ \), then \( \text{test}(F') = ✗ \) for every nonempty \( F' \subseteq F \), but this is not necessarily true in real life. For example, consider the case of the failing Mozilla browser described by Zeller and Hildebrandt [75]. In their case, the presence of the HTML tag ‘<SELECT>’ would make the browser fail when trying to print the page, but the presence of HTML comments could make supersets of this minimal document pass or fail; see Figure 3.1.

Once we have found a set \( F \) of failure-causing circumstances, we are interested in finding a minimal set \( F' \subseteq F \) that is also failure-causing. Such a set can be said to be the cause for the failure; we call such a set a culprit set or simply culprit:

**Definition 3.2 (Culprits).** Let \( F \) be a set of failure-causing circumstances with respect to some test function \( \text{test} \). A set \( F' \subseteq F \) with

\[
\text{test}(F') = ✗; \tag{3.1}
\]

\[
\text{test}(G) \neq ✗ \quad \text{for every } G \subseteq F \text{ and } |G| < |F'| \tag{3.2}
\]

is called a culprit set of \( F \) with respect to \( \text{test} \).

**Lemma 3.1.** Culprits are non-empty.

*Proof.* Assume that \( \emptyset \) could be a culprit. Then Equation (3.1) of Definition 3.2 stipulates that \( \text{test}(\emptyset) = ✗ \), but Definition 3.1 says that \( \text{test}(\emptyset) = ✓ \). □

**Lemma 3.2.** Culprits need not be unique.

*Proof.* It suffices to give a counterexample where two minimal failure-causing subsets exist. Let \( C = \{a, b\} \) and let \( \text{test}(S) = ✗ \) if and only if \(|S| \geq 1\). Then both \( \{a\} \) and \( \{b\} \) are culprits with respect to \( \text{test} \). □

That culprits are not unique is not just a theoretical consequence of the definition. In practice, there often exist several minimal test cases that make a program fail,

---

1This example is due to Andreas Zeller.
such as when a compiler crashes with a certain input file. Renaming all identifiers in the program will usually also crash the compiler. (Hildebrandt and Zeller give an example where a compiler crash remains after their automated debugging method had inadvertently renamed an identifier [75]. They conclude that in this case, the specific value of the identifier is not relevant for the compiler crash.)

While culprits are not unique, they are all of the same size.

Lemma 3.3. Let $F_1$ and $F_2$ be two culprit sets of $F$ with respect to test. Then $|F_1| = |F_2|$.

Proof. Assume that this were not so, and assume without loss of generality that $|F_1| < |F_2|$. Then, according to condition 3.2 of Definition 3.2 $F_2$ cannot be a culprit.

From now on, we will treat the notation ‘culp_{test} C’ as a shorthand for ‘any convenient member of the set of all minimal failure-causing circumstances’. Usually, the test function is implicitly understood, so we will often simply write ‘culp C’.

3.2 The Minimization Problem

If we try to find culp $C$, one possibility is simply to evaluate test$(S)$ for subsets of $C$ in some order. In fact, it is impossible to compute culp $C$ otherwise than by repeated evaluations of the test function because the definition of test function has so few constraints: a minimizing algorithm cannot infer the value of test$(S)$ given $S$ and the values of arbitrary many values of test$(T)$ with $S \neq T$, other than test$(\emptyset) = \checkmark$ and test$(C) = \times$. Consider on the contrary an algorithm that does just that. We then construct another test function test’ such that test$(T) = \text{test'}(T)$ for all considered sets $T$, but where test$(S) \neq \text{test'}(S)$. This is a test function in the sense of Definition 3.1 since $S \neq \emptyset$. The algorithm, having seen the same input—the value of $S$, the $T$’s and the values of test$(T)$—must produce two different outputs, which is impossible.

Because this is so, it is not surprising that computing culp $C$ is a hard problem.

Lemma 3.4 (Optimal Solution takes Exponential Time). Let $|C| = n$ and let culp $C$ be equally distributed in $\mathcal{P}(C)$. Then, finding culp $C$ by evaluating test on subsets of $C$ takes $O(2^n)$ time.

Proof. We prove this lemma by proving that any algorithm that computes culp $C$ must consider all subsets $S$ of $C$ with $|S| < |\text{culp } C|$. If then culp $C$ is evenly distributed in $\mathcal{P}(C)$, the algorithm will have to consider $0.5 \cdot (2^n - 2)$ subsets on average.

Let $|C| = n$, and let an algorithm consider subsets of $C$ in the order $C_1$, $C_2$, …, $C_k = \text{culp } C$, where $k \leq 2^n$. Assume that there is some nonempty $T \subset C$ with $|T| < |C_k|$ which has not been considered by the algorithm (that is, there exists no $1 \leq j < k$ with $C_j = T$). Since the only requirement for a test function is that test$(\emptyset) = \checkmark$, the algorithm cannot infer that test$(T) \neq \times$ and therefore cannot conclude that $C_k = \text{culp } C$. This is a contradiction, which in turn means that the sequence $C_1, \ldots, C_k$ must contain the nonempty proper subsets of $C$ in non-decreasing order.

2A previous version of this document had cul $S$ as the notation for a culprit set. I am indebted to Andreas Zeller who showed me that this formulation led to a rather unfortunate and unintended double entendre in French.
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Since there are \(2^n - 2\) subsets of \(C\) that are not either \(\emptyset\) or \(C\), and since \(\text{culp} \ C\) is equally distributed in \(\mathcal{P}(C)\) by assumption, such an algorithm will have to consider half of the number of subsets on average before finding \(\text{culp} \ C\).

One consequence of this lemma is that we will generally have to settle for something less than the full culprit set if we want to compute the answer in reasonable time. Either we will have to restrict ourselves to test functions with more constraints (so that we can infer the value of the test function without having to compute it), or we will have to relax the minimality requirement. In the general case that we are considering here, we cannot constrain the test function because there are reasonable cases—such as the one shown in Figure 3.1—where the test function is essentially unconstrained. We will therefore first try to relax the minimality requirement. In this case, we can get a reasonably small failure-inducing set with quadratic complexity.

In the next chapter, we will see that intrusion analysis offers constraints on the test function that make it possible to compute \(\text{culp} \ C\) in \(O(|\text{culp} \ C| \log |C|)\) time.

One fairly natural way to relax the minimality requirement is to constrain the ways in which we make a failure-causing set smaller. If we try to make it smaller by removing single elements and don’t succeed, we may have a fairly small set already. We can easily generalize this to removing subsets of size \(k\) and arrive at the problem that our minimization algorithms are designed to solve:

**Definition 3.3 (Minimization Problem).** Let \(C\) be a set of failure-causing circumstances and let \(k > 0\) be an integer. Then the \(k\)-minimization problem on \(C\) is the problem of finding a set \(T\) with

\[
T \subseteq C; \quad \text{(3.3)}
\]

\[
\text{test}(T) = \times; \quad \text{(3.4)}
\]

\[
\text{test}(T - T') \neq \times \quad \text{for all } T' \subseteq T \text{ with } 1 \leq |T'| \leq k. \quad \text{(3.5)}
\]

Finding \(T\) should also be as fast as possible. We call \(T\) a \(k\)-minimal solution to the minimization problem with respect to \(\text{test}\). As usual, if the test function is implicitly understood, we call \(T\) a \(k\)-minimal solution to the minimization problem, or simply a \(k\)-minimal solution. This definition is also due to Zeller and Hildebrandt [75].

3.3 Naïve Algorithm

A 1-minimal solution is a failing process subset with the property that removing any single process from it will cause the replay not to fail any more. This immediately suggests a simple algorithm for finding a 1-minimal solution.

**Algorithm N. (Naïve 1-Minimal Solution.)** Let \(C\) be a set of circumstances and let \(\text{test}\) be a test function so that \(\text{test}(C) = \times\). This algorithm computes a 1-minimal solution to the minimization problem on \(C\) with respect to \(\text{test}\).

Incidentally, we will always present and analyze algorithms using Knuth’s style from *The Art of Computer Programming*. However, we will also always give pseudo-code. As one can see, Knuth’s style has six steps whereas the pseudo-code takes twenty lines, even though it takes a few liberties with Algorithm N and is not a verbatim rendition. Also, if there is a discrepancy between the algorithm and the pseudo code, the algorithm should be considered authoritative.
3.3. NAÏVE ALGORITHM

```cpp
set<circumstance> algorithm_n(set<circumstance> s) {
    set<circumstance> t = s;
    bool finished = false;

    while (!finished) {
        set<circumstance>::iterator j = t.begin();

        while (j != t.end()) {
            set<circumstance>::iterator k = j;
            test_set = t;
            test_set.remove(*j++);
            if (test(test_set) == fail) {
                t.remove(*k);
                break;
            }
        }
        finished = j == t.end();
    }
    return t;
}
```

Figure 3.2: Pseudocode for Algorithm N

- **N1.** [Initialize.] Set $T \leftarrow C$.
- **N2.** [Set up loop.] Let $T = \{T_1, \ldots, T_k\}$. Set $j \leftarrow k$. We will repeat steps N3 to N4 for $j = k, k - 1, \ldots, 1$.
- **N3.** [Set up test.] Set $r \leftarrow \text{test}(T - T_j)$.
- **N4.** [Test.] If $r = \mathbf{X}$, set $T \leftarrow T - T_j$ and go to step N2. Otherwise go to step N5.
- **N5.** [Loop.] Set $j \leftarrow j - 1$. If $j = 0$, go to step N6, otherwise go to step N3.
- **N6.** [Finish.] (At this point, we have $\text{test}(T - T_j) \neq \mathbf{X}$ for all $1 \leq j \leq k$.) Terminate with $T$ as the answer.

**Lemma 3.5.** Algorithm N computes a 1-minimal solution.

**Proof.** First, the algorithm always terminates. This is seen from the fact that $T$ gets smaller and smaller every time step N2 is reached: the first time N2 is reached, we have $|T| = |C|$; at all other times, $T$ has been reduced by one element (by the assignment $T \leftarrow T - T_j$ in step N4). Since $C$ is finite, that means that eventually we will have $j = 0$ in step N5, and will reach step N6.

Once we reach step N6 (which we will do eventually, since Algorithm N terminates), we know that $\text{test}(T - T_j) \neq \mathbf{X}$ for all $1 \leq j \leq k$, because otherwise, step N4 would have resulted in a return to step N2. This in turn means that $T$ satisfies the definition of a 1-minimal solution for the minimization problem on $C$. □

How good is this algorithm? Not very. Its worst-case running time is quadratic in the number of elements in $C$.

**Lemma 3.6** (Algorithm N has Quadratic Worst-Case Running Time). Let $|C| = n$. Algorithm N executes step N4 $O(n^2)$ times.
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Proof. The outer loop (steps N2–N5) will be executed for \( j = n - 1, \ldots, 1 \) at most, and the inner loop (steps N3–N4) will be executed \( j \) times at most. It follows that step N4 is executed at most

\[
\sum_{j=1}^{n-1} n - j = \sum_{j=1}^{n-1} j = n(n - 1)/2
\]
times, which is \( O(n^2) \).

This number can actually be achieved if we let \( C = \{S_1, \ldots, S_n\} \) and assume that \( \text{culp} \ C = \{S_n\} \). If we assume further that \( \text{test}(C_j) = \star \) only for sets \( C_j \) of the form \( C_j = \{S_j, \ldots, S_n\} \), then Algorithm N will try \( C_1, \ldots, C_n \) in order. Removing processes from \( C_j \) element by element until we arrive at \( C_j+1 \) takes \( n - j \) tests. The number of times we execute step N4 is therefore precisely the maximum number given above.

Now what about the average running time? This quantity is much harder to analyze. It depends not only on the number of elements in \( \text{culp} \ C \), but also on the position of those elements in \( C \), the distribution of \( \text{culp} \ C \) in \( \mathcal{P}(C) \), and on properties of the test function. We will only show here some preliminary results.

Even if we assume that \( \text{culp} \ C \) is equally distributed in \( \mathcal{P}(C) \), we cannot answer this question empirically, since we would have to iterate over all \( 3^{2^n-2} \) possible test functions—\( 2^n - 2 \) possible nonempty subsets for which to choose one of three possible values for the test function. This is prohibitive even for small values of \( n \).

We will therefore consider a special test function with

\[
\text{test}(T) = \star \quad \text{only if} \quad T \supseteq \text{culp} \ C. \tag{3.6}
\]

We call this condition the superset condition.

Now we consider a set \( C = \{c_0, \ldots, c_{31}\} \) of 32 circumstances (departing slightly from our convention to start counting at 1) and ask: how many times is \( \text{test} \) evaluated for Algorithm N if the relevant circumstances range over the entire power set of \( C \)?

Subsets \( T \) of \( C \) are being mapped to 32-bit unsigned integers by a function \( \text{int} \) such that \( \text{int}(T) = (b_31, \ldots, b_0)_2 \) where \( b_j = 1 \) if and only if \( c_j \in T \). The requirement that \( \text{test}(T) = \star \) if and only if \( \text{culp} \ C \subseteq T \) easily translates into bitwise operations on \( \text{int}(\text{culp} \ C) \) and \( \text{int}(T) \): \( \text{culp} \ C \subseteq T \) if and only if \( \text{int}(\text{culp} \ S) \cap \text{int}(T) = \text{int}(\text{culp} \ S) \). (For our purposes, it is irrelevant if \( \text{test}(T) \) is \( \bigvee \) or \( ? \) if \( \text{culp} \ S \not\subseteq T \).) In this way, each 32-bit unsigned integer yields a test case for each algorithm, for which we compute the number of times \( \text{test} \) was evaluated. We write this number as \( \text{test}_N \) for Algorithm N.

The results are shown in Figure 3.3.

Since figures like these appear throughout this chapter, we will describe in some detail how they must be read. The figure consists of three subfigures:

- The first plot contains the empirical density function. The \( x \) axis contains the number of tests that were needed to minimize a set of failure-inducing circumstances, and the \( y \) axis contains the number of times these many tests were observed. It is a histogram, only with lines, not bars. (This is only to facilitate reading the graph.)

- The second plot is a box-and-whisker plot. The box starts at the lower quartile (i.e., \( 1/4 \) of all observed values were less than or equal to this value) and extends to the upper quartile (which \( 3/4 \) of all observed values were less than or equal
The line dividing the box is the median (the second quartile). The height of the box is the inter-quartile range, or IQR. The lower whisker is a datapoint that is at most $1.5 \cdot \text{IQR}$ away from the lower quartile, and similarly for the upper whisker. Points beyond the whiskers are called outliers.

A boxplot gives information about the spread of the data (through the IQR and whiskers), and also shows any skewness (through the position of the median inside the box and the relative lengths of the whiskers).

- The third plot is a Q-Q plot. Such a plot plots the observed quantiles against the expected quantiles of a $N(0, 1)$ distribution. In other words, the $k$-th smallest value of the $n$ observed values is plotted against the expected $k$-th smallest value of $n$ normally distributed numbers. The closer this plot is to a straight line (especially in the middle, near the median), the closer the empirical distribution agrees with the theoretical distribution.

Why are such plots useful? Why can’t we simply run a statistical test that would tell us at which significance level the empirical distribution deviates from the theoretical one? The problem is that with so many data points, any deviation from the theoretical distribution will be highly significant for any known test. In other words, any test will reject the hypothesis that the data is actually normally distributed. And such a test is undoubtedly correct. However, looking at Figure 3.3, we see that the Q-Q plot rises in the low quantiles, at $x \leq -3.5$, and symmetrically flattens at $x \geq +3.5$. But these are only approximately 0.04% of all data points, or 1.7 million of 4.3 billion total. Additionally, these data points lie at the extreme ends of the distribution. The middle portion, where most data points lie, agrees very well with a normal distribution. So for all practical intents and purposes, the data is normally distributed, as shown by the Q-Q plot, whereas a statistical test would show significant deviations from normality.

Figure 3.3 shows that Algorithm N needs about 130 evaluations of test to find a 1-minimal solution, with about $2/3$ of all numbers falling between 110 and 150. This makes Algorithm N an impractical algorithm, because it will take too long on most practical problems.

\begin{center}
\textit{Algorithm N is too slow.}
\end{center}
How can we improve on its dismal average running time? The key observation is that relevant circumstances are not scattered randomly around the set of all circumstances, but instead tend to form clusters. This in turn means that we can improve on Algorithm N by changing our strategy to cut off large swathes of circumstances at each step. Fortunately, the theory and practice of this new algorithm, called Delta Debugging, have already been developed, and we will give its properties in the next section.

3.4 Delta Debugging

The basic idea of Delta Debugging is to remove large contiguous blocks of circumstances at each stage. When Delta Debugging starts, it removes one half of the circumstances and runs the test on the remaining half. If the test fails, we have reduced the number of circumstances by one half and try again. If the test succeeds, we try the other half. If we always get one failing test at each stage, we converge on the failure-inducing circumstance with logarithmic speed, but we won’t always be so lucky. For example, what happens if both halves contain relevant circumstances? Then testing each half will yield either ✓ or ❌. The question is what to do next?

Delta Debugging solves this problem by using two devices: splitting into more than two pieces and testing the complements of sets. The combination of both devices finds a 1-minimal solution to the minimization problem. The following is adapted from Hildebrandt and Zeller’s paper on Delta Debugging [75].

The algorithm is best formulated in a recursive fashion, although we will give an iterative formulation also. First of all, we need some terminology.

Definition 3.4 (Complement). Let \( S \) be a set, and let \( T \subseteq S \). We write \( S - T = \{ x : x \in S \land x \notin T \} \) and call \( S - T \) the complement of \( T \) with respect to \( S \).

Lemma 3.7. If \( S \) is finite, \( |S - T| = |S| - |T| \).

Proof. Let \( S = \{S_1, \ldots, S_n\} \). If \( T = \emptyset \), then \( S - T = S \), and the conclusion follows immediately. Otherwise, without loss of generality, we can let \( T = \{S_1, \ldots, S_k\} \). (This can always be achieved by rearranging the elements of \( S \).) Then

\[
|S - T| = |\{S_{k+1}, \ldots, S_n\}| = n - (k + 1) + 1 = n - k = |S| - |T|.
\]

Definition 3.5 (Partitioning into \( k \) equal parts). Let \( S \) be a finite set. A set \( P = \{S_1, \ldots, S_k\} \) is called a partitioning of \( S \) into \( k \) equal parts, if

- \( P \) is a partitioning of \( S \), that is

\[
\bigcup_{1 \leq j \leq k} S_j = S \quad \text{and} \quad S_i \cap S_j = \emptyset \quad \text{for} \quad 1 \leq i < j \leq k;
\]

- \( |S_j| \) is either \( |S|/k \) or \( |S|/k + 1 \) for \( 1 \leq j \leq k \).

Lemma 3.8. Let \( |S| = n \) and let \( P = \{S_1, \ldots, S_k\} \) be a partitioning of \( S \) into \( k \) equal parts. Then the number of elements \( S_j \) with \( |S_j| = |S|/k + 1 \) is \( n \mod k \).

\[\text{4 A weaker condition would be } |S_j| - |S_j| \leq 1 \text{ for } 1 \leq i < j \leq n, \text{ and the rest would still follow.} \]
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Proof. Let \(|S| = n\). Since the elements of \(P\) are disjoint, we have

\[
n = |S| = \bigcup_{1 \leq j \leq k} S_j = \sum_{1 \leq j \leq k} |S_j| = \sum_{1 \leq j \leq k} ([n/k] + \delta_j),
\]

where \(\delta_j\) is either 0 or 1. Expanding further,

\[
\sum_{1 \leq j \leq k} ([n/k] + \delta_j) = \sum_{1 \leq j \leq k} [n/k] + \sum_{1 \leq j \leq k} \delta_j = k[n/k] + \sum_{1 \leq j \leq k} \delta_j.
\]

Since \(n = k[n/k] + n \mod k\), we must have \(\sum_{1 \leq j \leq k} \delta_j = n \mod k\), hence the number of \(\delta_j\)'s which are 1 must equal \(n \mod k\).

Armed with these terms, we can formulate the minimizing Delta Debugging algorithm as follows.

**Definition 3.6 (Minimizing Delta Debugging).** Let \(S\) be the set of processes encountered during capturing, let \(P(S, k)\) be some partitioning of \(S\) into \(k\) equal parts, and let test\((S) = \not\). We define \(\text{ddmin}(S) = \text{ddmin}(S, 2)\), where

\[
\text{ddmin}(S, k) = \begin{cases} 
\text{ddmin}(S_j, 2) & \text{if test}(S_j) = \not\text{ for some } S_j \in P(S, k); \\
\text{ddmin}(S - S_j, \max(k-1, 2)) & \text{if test}(S - S_j) = \not\text{ for some } S_j \in P(S, k); \\
\text{ddmin}(S, \min(|S|, 2k)) & \text{if } k < |S|; \\
S & \text{otherwise.}
\end{cases}
\]

The first line is called "reduction to subset", the second is called "reduction to complement", and the third line is called "increasing the granularity".

**Lemma 3.9.** The function \(\text{ddmin}\) computes a 1-minimal solution to the minimization problem.

**Proof.** See the paper by Hildebrandt and Zeller [75, Proposition 11]. The main idea of the proof is that if \(\text{ddmin}\) returns \(S\), it will have evaluated test\((S - \{c\}) \neq \not\) for every \(c \in S\).

Figure 3.4 has a recursive formulation, but an iterative implementation of the above ideas is also straightforward.

**Algorithm D. (Minimizing Delta Debugging.)** Let \(S\) be the set of processes encountered during capturing. Assuming that test\((S) = \not\), this algorithm computes a 1-minimal solution to the minimization problem on \(S\) using Definition 3.6.

**D1. [Initialize.]** Set \(T \leftarrow S, k \leftarrow 2\).
**D2. [Set up loop.]** Set \(U \leftarrow P(T, k)\). Let \(U = \{T_1, \ldots, T_k\}\).
**D3. [Set up subset loop.]** Set \(j \leftarrow 1\).
**D4. [Set up subset test.]** Set \(r \leftarrow \text{test}(T_j)\).
**D5. [Subset test.]** If \(r = \not\), set \(k \leftarrow 2, T \leftarrow T_j\) and go to step D2, otherwise go to step D6.
**D6. [Loop on j.]** Set \(j \leftarrow j + 1\). If \(j \leq k\), go to step D4, otherwise go to step D7.
**D7. [Set up complement loop.]** Set \(j \leftarrow 1\).
**D8. [Set up complement test.]** Set \(r \leftarrow \text{test}(T - T_j)\).
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set<circumstance> algorithm_d(set<circumstance> s, int n_subsets) {
set<set<circumstance>> subsets = split(s, n_subsets);

for (int phase = testing_subsets; phase <= testing_complements; phase++) {
for (set<set<circumstance>>::const_iterator i = subsets.begin();
i != subsets.end(); i++) {
const set<circumstance>& t = phase == testing_subsets ? *
i : complement(*i, s);
if (test(t) == fail) {
if (phase == testing_subsets)
return algorithm_d(t, 2, level + 1);
else
return algorithm_d(t, std::max(n_subsets - 1, 2), level + 1);
}
}
}

if (n_subsets < s.size())
return algorithm_d(s, min(failing.size(), 2*n_subsets));
else
return s;
}

Figure 3.4: Pseudocode for Algorithm D

D9. [Subset test.] If \( r = \mathbf{X} \), set \( k \leftarrow \max(k - 1, 2) \), \( T \leftarrow T_j \) and go to step D2, otherwise go to step D10.

D10. [Loop on \( j \).] Set \( j \leftarrow j + 1 \). If \( j \leq k \), go to step D8, otherwise go to step D11.

D11. [Increase granularity.] If \( k < |T| \), set \( k \leftarrow \min(|T|, 2k) \) and go to step D2, otherwise go to step D12.

D12. [Terminate.] Terminate with \( T \) as the answer.

Steps D4–D5 implement reduction to subset, steps D8–D9 implement reduction to complement, and Step D11 implements granularity increase.

How good is Delta Debugging? Algorithm D’s worst-case running time is the same as for the naïve Algorithm N.

Lemma 3.10. Let \( |C| = n \). Algorithm D invokes test at most \( O(n^2) \) times.

Proof. See the paper by Hildebrandt and Zeller [25, Proposition 12]. The main idea of the proof is that the worst case happens if first \( C \) is subdivided until only single-element subsets remain, and then, when testing complements, only the last complement fails.

But is Algorithm D better than Algorithm N on the average? First, we conducted the same test for Algorithm D that we did for Algorithm N. This leads to Figure 3.5.

Having now computed these numbers for Algorithms D and N, we ask, when should we say that one algorithm is faster than the other? We answer that question by saying that Algorithm D is faster if \( R_D - R_N \ll 0 \) on the average, and that Algorithm N is faster if conversely \( R_D - R_N \gg 0 \) on the average. If that average difference is about zero, we say that both algorithms are about equally fast. All this is under the superset condition of Equation (3.6), so this result should not be applied to more general cases.
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Figure 3.5: Number of tests for Delta Debugging.

Figure 3.6: Difference between the number of tests for Naïve Minimization and for Delta Debugging for a 32-element set. Since the average is clearly less than zero, Delta Debugging is faster than Naïve Minimization when we consider all possible values of culprit equally likely.
Figure 3.7: Raw values of the number of tests for Algorithms N and D. While the shape for Algorithm N is very regular, Algorithm D’s curve shows some kinks. We believe that this is due to Algorithm D’s preference for cutting off large chunks of the input if it can.

The results are given in Figure 3.6 which plots $R_N - R_D$ against the number of times that difference occurred, so for example the y value 27108733 for $x = -47$ means that in 27108733 cases, Algorithm D needed 47 less tests than Algorithm N. The average value of $R_D - R_N$ is −10.2427, so Algorithm D is faster than Algorithm D on the average, if we consider all possible values of $culp C$ equally likely.

It is interesting to plot the number of tests (and not the difference) for Algorithms N and D side by side; see Figure 3.7. What can be seen from the figure is that Algorithm N behaves very regularly. The number of tests is very closely normally distributed. Algorithm D, on the other hand, exhibits a much different and more erratic behaviour—the curve is sloped slightly to the left: the distribution has mean 146, standard deviation 16.9 and skewness −0.302. Since we haven’t sampled the event space, but exhausted it, we can say with certainty that the distribution is not normal. Also, the algorithm hardly ever needs more than 200 tests.

Algorithm D is much better than Algorithm N.
Chapter 4

Minimization For Intrusion Analysis

The algorithms considered in the previous chapter all have worst-case running times on the order of $O(n^2)$ executions of the test function. This will be too much when one test case entails the (re-)execution of dozens of processes. This chapter explores ways to exploit particular features of intrusion-causing processes in order to achieve large speedups.

The key observation is that intrusion-causing processes will in general not undo their intrusion effects—most intrusions will want to leave some permanent change in the system, such as added accounts, additional processes and so on. Also, harmless processes will generally not undo the actions of attack processes.

Of course, this need not necessarily be true in real life: the intrusion-causing processes could cause an effect that is then later partially undone by other processes, such that the net effect is no intrusion. However, this would mean that an attacker successfully attacks the system and then removes the effects of the attack, only to attack again later. We consider this highly unlikely.

That means that the cause-effect chain for the intrusion will not contain any masking or undoing processes, which in turn means that the superset condition Equation (3.6) holds.

4.1 Extended Naïve Algorithm

Why does Algorithm N perform so badly when compared to Algorithm D? Intuitively, if all $2^{32} - 1$ nonempty subsets of 32 failure-causing events are equally likely to be culp $C$, then none of the circumstances that make Algorithm D very fast occur very often. The reason for Algorithm N’s slowness is that when it finds an irrelevant circumstance, it spends much time removing circumstances that it already knows are relevant. In algorithmic terms, the inner loop terminates as soon as we have found $j$ with test($T - T_j$) = $\star$, but we could terminate much faster if we made complete

1This does not mean that attackers do not remove traces of their activity, which they do. In the case discussed in the text, it means that there are failing subsets of passing process sets, which is something different. The removal of traces is however not relevant for the attack and will be ruled out by any minimization algorithm.
passes through \( T \), removing irrelevant circumstances and repeating this process only after we have completed an entire pass. The result of these musings is Algorithm X.

**Algorithm X.** *(Extended Naïve 1-Minimal Solution.)* Let \( C \) be a set of failure-causing circumstances. This algorithm computes a 1-minimal solution to the minimization problem on \( C \).

**Steps X1 to X6.**

**X1. [Initialize.]** Set \( T \leftarrow C \) and \( k \leftarrow |C| \).
**X2. [Set up loop.]** Set \( \text{found} \leftarrow \text{false} \). Let \( T = \{T_1, \ldots, T_k\} \). Set \( j \leftarrow k \). We will repeat steps X3 to X4 for \( j = k, k-1, \ldots, 0 \).
**X3. [Set up test.]** Set \( r \leftarrow \text{test}(T - T_j) \).
**X4. [Test.]** If \( r = \text{X} \), set \( T \leftarrow T - T_j \) and \( \text{found} \leftarrow \text{true} \).
**X5. [Loop.]** Set \( j \leftarrow j - 1 \). If \( j = 0 \), go to step X6, otherwise go to step X3.
**X6. [Finished?]** If \( \text{found} = \text{false} \), terminate with \( T \) as the answer. Otherwise, go to step X2.

**Lemma 4.1.** Algorithm X computes a 1-minimal solution.

**Proof.** We first consider Algorithm X’s termination condition. Algorithm X terminates in Step X6 if \( \text{found} = \text{false} \), which is true only if the loop from Steps X2 to X5 couldn’t remove a single element from \( T \). So if Algorithm X terminates, it has computed a 1-minimal solution. If it were never to terminate, \( \text{found} \) would have to be always \( \text{true} \) in Step X6, but if that is so, \( T \) has decreased by at least one element. Since \( C \) (and hence \( T \)) is finite, this can happen only a finite number of times, hence \( \text{found} = \text{false} \) in Step X6 eventually.

This algorithm should on the average be much faster than Algorithm D if culp \( C \) is evenly distributed in \( P(C) \), but especially if we constrain the test function such that the superset condition Equation 3.6 holds: Algorithm D will try subsets of
some set $T$ with $\text{test}(T) = \checkmark$, even though such $T$ cannot be supersets of $\text{culp} C$ under the superset condition. We note that the superset condition holds when minimizing process sets during a consistent replay, according to Definition 5.4. In fact, this condition makes Algorithm X’s worst case running time linear in $|C|$.

**Lemma 4.2.** Under the superset condition, the worst case for Algorithm X has running time $2|C| - 1$.

**Proof.** Under the superset condition, Algorithm X always needs less than two complete passes through $C$, because any $C_j$ that has been tentatively removed and found relevant will also be in $\text{culp} C$. Assume this were not so. Then we would have some $T$ with $\text{culp} C \subseteq T = \{T_1, \ldots, T_j\}$ where (for example) $\text{test}(T - T_1) \neq \checkmark$ but $T_1 \in \text{culp} C$, which is impossible under the superset condition. That means that the maximum number of complete passes over $C$ is less than 2, and that means that the maximum number of tests is at most $2|C| - 1$. \qed

Another important fact is that under the superset condition, Algorithm X finds not only a 1-minimal solution, but actually $\text{culp} C$:

**Lemma 4.3.** If the superset condition holds, Algorithm X computes $\text{culp} C$.

**Proof.** let $T$ be the result of Algorithm X and assume on the contrary that $T \neq \text{culp} C$. Now since $\text{test}(T) = \checkmark$, we must have $\text{culp} C \subseteq T$ (by our convention that $\text{culp} C$ is just a shorthand notation for “any convenient member of the set of all minimal failure-causing circumstances”). Since we have also stipulated that $T \neq \text{culp} C$, we must have $T - \text{culp} C \neq \emptyset$. Let $T_1 \in T - \text{culp} C$. By the superset condition, we would have $\text{test}(T - T_1) = \checkmark$, and that would have been tested in Step X3. That would have caused $\text{found}$ to be set to $\text{true}$, and $T$ to be replaced by $T - T_1$, so $T$ could not have been the result of Algorithm X, a contradiction. \qed

If we repeat our experiment from above, we find our theoretical computations confirmed; see also Figure 4.2

---

**Algorithm X is much faster than Algorithm D.**
4.2 Extreme Minimization

Yet another important observation is that we can accelerate Algorithm X by another factor of 2 by leaving out the last unnecessary pass. Consider this modification of Algorithm X to only contain one pass:

Algorithm E. (Extreme Naïve Minimal Solution.) Let \( S \) be the set of processes encountered during capturing. Assuming that \( \text{test}(S) = \mathbf{X} \), and assuming the superset condition, this algorithm computes \( \text{culp} \ C \).

E1. [Initialize.] Set \( T \leftarrow S \).
E2. [Set up loop.] Let \( T = \{ T_1, \ldots, T_k \} \). Set \( j \leftarrow k \). We will repeat steps E3 to E4 for \( j = k, k-1, \ldots, 0 \).
E3. [Set up test.] Set \( r \leftarrow \text{test}(T - T_j) \).
E4. [Test.] If \( r = \mathbf{X} \), set \( T \leftarrow T - T_j \).
E5. [Loop.] Set \( j \leftarrow j - 1 \). If \( j > 0 \), go to step E3, otherwise terminate the algorithm with \( T \) as the answer.

If we repeat our experiment from above, we find now that the average difference between the running times of Algorithms X and E is about 80. Therefore, Algo-
Algorithm E is about twice as fast as Algorithm X and much faster than Algorithm D on the average; see Figure 4.4.

Lemma 4.4. Algorithm E computes $\text{culp}\ C$.

Proof. First of all, $\text{test}(T) = \mathbf{X}$ when Algorithm E ends, so $\text{culp}\ C \subseteq T$. If there were $T_j \in T - \text{culp}\ C$, we would have $\text{test}(T' - T_j) = \mathbf{X}$ for some intermediate value of $T'$ that was computed in Step E4. That would have led to the exclusion of $T_j$ from $T$, a contradiction.

Lemma 4.5. Algorithm E’s running time is $|C|$.

Proof. Every element of $C$ is removed once and the result tested.

It seems plausible to assume that every algorithm can compute $\text{culp}\ C$ under the superset condition will never have a worst-case running time of less than $O(|C|)$ tests to do so—even if we do not have a proof. If that is true, we conclude that Algorithm E must be optimal.

Theorem 4.6 (Algorithm E is optimal). Algorithm E has a best-possible worst-case running time among all algorithms that compute $\text{culp}\ C$ under the superset condition.

4.3 Binary Minimization

Why must we remove every element of $S$ one at a time? Can’t we apply the key idea of delta debugging and remove big portions of $S$ at a time, only this time use the superset condition effectively? We can. The key idea is that we can find the rightmost element of $\text{culp}\ S$ via binary search. If we call this element $c$, we can then find the rightmost element of $\text{culp}\ C - \{c\}$ by binary search as well, and so on, until we end up with $\text{culp}\ C$.

Algorithm B. (Binary Minimization.) Let $C = \{c_1, \ldots, c_n\}$ be a set of failure-causing circumstances. Assuming that $\text{test}(C) = \mathbf{X}$, and assuming the superset condition, this algorithm computes $\text{culp}\ C$.

B1. [Initialize.] Set $T \leftarrow \emptyset$. Set $r \leftarrow n$.
B2. [Prepare binary search.] Set $l' \leftarrow 1$ and $r' \leftarrow r$. We will look for the culprit member with the highest index between indices $l'$ and $r'$.
B3. [Compute midpoint.] Let $m = \lfloor (l' + r')/2 \rfloor$.
B4. [Set up test.] Set $t \leftarrow \text{test}(\{c_1, \ldots, c_{m-1}\} \cup T)$.
B5. [Test.] If $t = \mathbf{X}$, set $r' \leftarrow m - 1$, otherwise set $l' \leftarrow m$.
B6. [Loop if not found.] If $l' < r'$, go to step B3. Otherwise, go on to B7.
B7. [Loop if found.] If $t = \mathbf{X}$, set $T = T \cup \{c_m\}$, and set $r \leftarrow m - 1$. Otherwise return to step B2. If now $r \geq 1$, return to B2. Otherwise, terminate the algorithm with $T$ as the answer.

Theorem 4.7. Algorithm B computes $\text{culp}\ C$. 
#define N 32

bitset<N> algorithm_b() {
    bitset<N> s = ~0; // Initially include all circumstances
    bool found = false;
    int l = 0;
    do {
        int min = l;
        while (l < N) {
            l = (min + N) / 2;
            bitset<N> t = s;
            for (int i = min; i <= l; i++) t[i] = false;
            if (test(t) == fail) {
                found = true;
                min = l + 1;
                break;
            }
        }
    } while (!found);
    return t;
}

Figure 4.5: Pseudocode for Algorithm B

Proof. To begin with, the algorithm certainly terminates because first, the inner loop (steps B3–B6) contain a binary search that always terminates, and second, r always decreases between successive iterations in the outer loop. For the following discussion, let \( U = \{c_1, \ldots, c_k\} \cup T \). A circumstance \( c_k \) is added to \( T \) if \( k \) is the largest index that has \( \text{test}(U) = X \), so clearly \( c_k \in \text{culp}_C \). All other members \( c_m \) with \( m > k \) must already be in \( T \), because otherwise \( U \) will not be a superset of \( \text{culp}_C \) and hence \( \text{test}(U) \neq X \). Hence, when Algorithm B terminates, \( T = \text{culp}_C \).

Theorem 4.8. Algorithm B executes \( O(|\text{culp}_C| \log |C|) \) tests.

Proof. To find every single element of \( \text{culp}_C \) takes \( O(\log |C|) \) time, so the entire process takes \( O(|\text{culp}_C| \log |C|) \) time.

If \( |\text{culp}_C| < |C|/\log |C| \), this will be less than the \( O(|C|) \) tests needed for Algorithm E. Nevertheless, if \( |\text{culp}_C| \approx |S|/\log |S| \), Algorithm B’s running time will exceed that of Algorithm E. Therefore, while Algorithm E’s worst-case running time might be optimal because of Theorem 4.6, we usually have the needle-in-a-haystack case \( |\text{culp}_C| \ll |C|/\log |C| \), which will make Algorithm B perform better.

Algorithm B is very fast under typical conditions.
Chapter 5

Malfor

Now that we have the algorithms to minimize a set of failure-causing circumstances, let us apply this knowledge to intrusion analysis. The gist of the rest of this chapter is that we can analyze intrusions by first capturing processes and replaying them under the control of a minimization algorithm. Each replay can be viewed as the result of the computation of a test function (see Definition 3.1) taking a set of process numbers as input and returning ✓, ✗, or ? as output, depending on whether this process set makes the intrusion happen, makes it not happen, or is impossible to replay, respectively.

5.1 Processes and Replay

For the purposes of this section, we abstract away all the things that processes actually do, and keep just their genealogy, i.e., which process was created by which other process. In order to do this, we identify a process with its process ID.

5.1.1 Preliminary Definitions

First, we need the notion of an iterated function. This familiar notion will be needed below when we define the ancestors of a process.

Definition 5.1 (Function Iteration). Let \( f : M \to M \) be a function that maps a set to itself. For a nonnegative integer \( k \), we define

\[
f^k(x) = \begin{cases} 
  x & \text{if } k = 0, \\
  f(f^{k-1}(x)) & \text{otherwise.}
\end{cases}
\]

Definition 5.2 (Process ID, Parent, Ancestor, Offspring). Let \( P \) be a set of positive integers (called process IDs). Let parent: \( P \to P \) be a mapping between process IDs wrapping around in real life. In other words, a process ID may refer to different processes at different times. We sidestep this problem simply by assuming that process IDs do not wrap around. In practice, we could attain this by prefixing any real process ID by the number of times it has been issued since the system was booted, turning a process ID into a pair (\( \text{times}, \text{id} \)). Since there is an implementation-defined upper limit \( L \) for process IDs such that \( p < L \) for all process IDs \( p \), we can then re-map this pair of integers back to a single integer by computing \( \text{times} \cdot L + \text{id} \). Since this would just clutter up the notation, we simply assume that process IDs are unique.

1This seemingly natural step actually has a problem because process IDs wrap around in real life. In other words, a process ID may refer to different processes at different times. We sidestep this problem simply by assuming that process IDs do not wrap around. In practice, we could attain this by prefixing any real process ID by the number of times it has been issued since the system was booted, turning a process ID into a pair (\( \text{times}, \text{id} \)). Since there is an implementation-defined upper limit \( L \) for process IDs such that \( p < L \) for all process IDs \( p \), we can then re-map this pair of integers back to a single integer by computing \( \text{times} \cdot L + \text{id} \). Since this would just clutter up the notation, we simply assume that process IDs are unique.
For $p \in P$, we call the set $\bigcup_{k \geq 1} \{\text{parent}^k(p)\}$ the ancestors of $p$ and write it as $\text{ancestors}(p)$. Conversely, the offspring of $p$ are those processes for whom $p$ is an ancestor: $\text{offspring}(p) = \{q : p \in \text{ancestors}(q)\}$. The function parent is called a parent function if the following are both true:

$$\text{there is exactly one } p_{\text{root}} \in P \text{ for which } \text{parent}(p_{\text{root}}) = p_{\text{root}} \text{ for every } p \in P \text{ with } p \neq p_{\text{root}}, p \notin \text{ancestors}(p). \quad (5.2)$$

For example, the Unix process called init traditionally has the process ID 1, and parent(1) = 1. The one-to-one correspondence between a process and its ID allows us to talk about the "process $p$" when in fact we should be talking about the "process whose ID is $p$" or even the "process whose ID is currently $p$". This is only possible because of our assumption earlier that process IDs do not wrap around. If the name of the program that a process is executing is unique, we will also sometimes identify a process with that program. For example, we could be talking about the init process, or about parent(httpd).

Our definition makes sense in that parent functions induce process trees:

**Lemma 5.1 (Parent functions induce trees).** Let $P$ be a set of process IDs and let parent be a parent function. The graph $(V, E)$ given by

$$V = \text{parent}(P)$$

$$E = \{(p, p') : \text{parent}(p) = p'\} - \{(p_{\text{root}}, p_{\text{root}})\}$$

is a rooted tree. (Note that edges point towards parents, not towards offspring.)

**Proof.** First of all, every node $p \neq p_{\text{root}}$ has outdegree 1. This is because parent($p$) is unique, hence for every such $p$, there is exactly one edge $(p, \text{parent}(p)) \in E$.

Next let $(p_0, p_1, p_2, \ldots)$ be a path of maximum length with $p_0 = p$ and $(p_k, p_{k+1}) \in E$. This path must be finite because since $V$ is finite, this would otherwise imply the existence of a cycle $((p_k, p_{k+1}), \ldots (p_k, p_{k+1}))$ in the path. That would mean, however, that $p_k$ is its own ancestor, which is expressly forbidden by Condition [5.2]. Now consider the last edge $(p, p')$ in the path. The reason why it is the last edge is that there is no edge beginning with $p'$ in $E$. However, since parent($p$) exists for every $p \in P$, that can only mean that $p' = p_{\text{root}}$, because that is the only pair $(p, \text{parent}(p))$ that was expressly excluded from $E$.

Taken together, both properties mean that there exists a root node, and that there exists exactly one finite path from every non-root node to the root node. \qed

In order to replay processes, we have to capture them first. This works by specifying an initial set $C_0$ of processes to be captured. Whenever such a process creates a new process via fork, the new process is also marked for capturing.

**Definition 5.3 (Captured Processes).** Let $P$ be a set of process IDs. Let $C_0 \subseteq P$ be a set such that for every $c \in C_0$, ancestors(c) $\cap$ $C_0 = \emptyset$. We call $C_0$ a (valid) set of processes initially set up to be captured (sometimes simply called the initial set) and define

$$C = \bigcup_{c \in C_0} \text{offspring } c$$

as the set of processes encountered during capturing.
This causes all offspring of processes in $C_0$ to be captured as well, which in turn leads to closedness of capturing under the parent-child relationship: the set of processes encountered during capturing forms a set of rooted trees.

The roots of those trees are all in $C_0$. The only way that a process in $C_0$ is not also the root of a captured process tree is if one of its ancestors is also in $C_0$. This is impossible in practice because a process needs to be set up for capturing at its creation. Since ancestors are necessarily created before their offspring, the offspring cannot be in $C_0$.

### 5.1.2 Replay

We are interested in finding the cause of an intrusion as a cause-effect chain in the sense of Chapter 2: the processes in such chains cause the intrusion, the chains are minimal, and chains are not unique but all have the same size. In terms of process trees, these processes are special because they are relevant for the intrusion, which in our case simply means that they cause some change in the state of the system that makes some test function return $\mathbf{x}$. Therefore, causes of intrusions are simply culprits in the sense of Definition 3.2 for some convenient test function.

However, this general definition is not enough to allow the analysis of intrusions in practice. Consider the case where a process gains root privileges through a hole in `suidperl`. This is certainly the immediate cause of the breakin, but it is not sufficient to clear it up because it fails to uncover the reason why the attacker was able to invoke `suidperl` in the first place. Therefore we will have to follow the parents of the immediate causes until we arrive at a process in $C_0$. This leads us to the definition of a consistent replay:

**Definition 5.4 (Consistent Replay).** Let $P$ be a set of process IDs, $C_0$ a set of processes initially set up to be captured, let $C$ be the set of process IDs encountered during capturing, and let $\text{test}$ be a test function on $C$. Any function $R : \mathcal{P}(C) \rightarrow \{\mathbf{\checkmark}, \mathbf{x}, ?\}$ with

$$ R(S) = \begin{cases} ? & \text{if there is some } p \in S \text{ with } p \notin C \text{ and } \text{parent}(p) \notin S, \\ \mathbf{x} & \text{if } S \supset \text{culp}_{\text{test}} C, \\ \mathbf{\checkmark} & \text{otherwise.} \end{cases} $$

(5.3)

is called a consistent replay of $P$.

The first condition stipulates that only complete process subtrees are contained in $S$. In other words, if a process $p$ is in $S$, then so must be its ancestors, until we reach a process in $C$. The closedness property guarantees that the first and second conditions will never be true simultaneously. The second condition is the superset condition of Equation (3.6); the reason why we believe that it holds for intrusion analysis was motivated at the beginning of Chapter 4. This condition plays a large part in later sections of this chapter, so it should be kept in mind.

**Lemma 5.2 (Replays are Test Functions).** Let $R$ be a consistent replay of $P$ with respect to $C_0$ and $\text{test}$. Then $R$ is a test function in the sense of Definition 3.1.

**Proof.** The empty set qualifies neither for condition 1 nor for condition 2 of Equation (5.3), hence $R(\emptyset) = \mathbf{\checkmark}$. \qed
At this point, we can apply the apparatus of Chapter 4 to find culprit processes, or rather process subtrees and hence cause-effect chains, by minimizing $C$ with respect to $R$ and test

Intrusion analysis can be viewed as another application of minimization.

5.2 System Call Interposition

We now know how to minimize a set of intrusion-causing processes—by making a series of controlled experiments. We still need to describe how to make these experiments: How does process capturing and replay work in practice?

The answer lies in a technique called system call interposition. This technique uses the fact that without system calls, a process cannot have side effects (except those side effects that happen by its sheer existence). System call interposition captures and replays system calls. This allows us to replay and control entire processes without having to capture and replay every machine instruction.

There are two more challenges when making experiments on processes. First, we sometimes need to suppress a process—when that process is not being replayed by the minimization algorithm. And second, we will need to be able to decide whether a system call should be replayed from the database or whether it should be allowed to execute for its side effects. We will want to replay socket I/O because that typically happens outside the control of our machine. We will want to execute I/O when we want to see its side effects, for example the addition of a new root account.

5.2.1 System Calls

Only by making system calls do processes make the results of their computations available to the outside world: if a process computes the answer to a problem but does not make a system call, no one will ever learn what that answer is. This makes system calls very attractive for intrusion detection or policy enforcement systems because all interaction with the outside world has to be done through system calls, and if we could identify the harmful system calls, we can block or report them.

A system call is nothing but a function inside the operating system kernel. The operating system has special powers. In a monolithic design like Windows, Linux or Unix, code that executes inside the operating system can modify each and every byte in the system. Therefore, operating system code needs special protection and thus is not directly accessible to processes. It has a calling convention that is different from ordinary functions.

As an example, let us look at the `read` system call. This call is used to read a number of bytes from a file descriptor into a buffer that is controlled by the process. For convenience, the C library on a Unix system contains a so-called C binding of the `read` system call, which allows user processes to call `read` as if it were a user-level function. Its syntax is: int `read(fd, buffer, nbytes)`. Here `fd` is Unix-speak for a file descriptor, a non-negative integer used to denote a kernel-level data structure; `buffer` is the user-level buffer where the bytes should be put and `nbytes` says how many bytes

---

2The exception to this general rule is when a process opens a subliminal channel to other processes, but we won’t consider these. These subliminal channels can work without system calls. For example, a process could compute very hard for some time if it wants to convey a 1-bit, or terminate immediately if it wants to convey a 0-bit. Granted, termination needs a system call, but every process needs to terminate eventually.
we want to read from the file descriptor. The return value is an int and we look at the manual page of `read` to see that on success, it returns the number of bytes read, and −1 otherwise. In the latter case, the global lvalue `errno` contains an appropriate error code. Here is a slightly simplified explanation of what happens when process 123 calls `int read(1, 0xbfff8a0a, 100)` on an x86 Linux system (see also Figure 5.1):

1. The process calls the C binding for `read` in the C runtime library.

2. The C binding loads the parameters for `read` into registers. In this case, `ebx` contains the file descriptor, `ecx` contains the user-space address of the buffer, and `edx` contains the number of bytes to be read. Register `eax` contains the system call number for `read`, which is 3.

3. The C binding then causes a transfer to the operating system by executing a trap, also known as a software interrupt. This causes the processor to change from user mode to supervisor mode, also known as kernel mode. It differs from user mode in that certain machine instructions and registers are only available in supervisor mode. For example, the memory management unit can only be configured from supervisor mode and control and data registers of memory-mapped devices are only visible from that mode.

4. Each trap has an associated trap number which is an index into a processor-wide jump table of addresses. In our case, the trap number is 0x80. The address at index 0x80 in the jump table points to a piece of operating system code that puts the system call parameters from the registers onto the stack.
5. It then looks up the system call number in another jump table, called the sys- 
ystem call table or syscall table and transfers control to the appropriate routine 
(usually written in C). This routine then handles the read system call and is 
therefore called the system call handler.

6. The system call handler then does its work (probably transferring control to 
other routines and probably even other processes) and eventually leaves kernel 
mode to return to the C binding in user mode.

7. The C binding checks the system call’s return code (in register eax) and sets 
its own return code and errno accordingly.

5.2.2 Interposition

System call interposition is the technique by which we capture and replay system 
calls. It works by changing the system call table that is consulted in Step 5 above. 
Instead of transferring control directly to the system call handler, we transfer control 
to our own routine. For capturing, we note down the parameters, call the original 
system call and note the result. For replaying, we note the parameters and consult a 
database to find the appropriate return value; Figure 5.2 shows the architecture.

System call interposition for capturing is easy to do. There are also user-level 
tools like strace that capture system calls without using system call interposition. 
Replaying processes, on the other hand, is very difficult and many careful decisions 
need to be made by anyone who replays processes on the basis of their system calls. 
Section 5.7 contains details.

System call interposition has been used in many security-related areas, mostly for 
process confinement, intrusion detection and policy enforcement [137]. The paper 
by Garfinkel has a brief survey [68]. We just mention the work by Ko and others, 
who wrap system calls in order to detect intrusions [91]; Wagner and others, who use 
static analysis to derive a model of system call behaviour and then monitor system 
calls in order to detect violations of that behaviour [172]; Acharya and others, who 
use interposition to confine untrusted applications [1]; and Dan and others, who 
sandbox the entire operating system [47].

5.2.3 Solipsy Architecture

Solipsy is the name of the capture/replay subsystem used in Malfor. It consists of 
several components (see Figure 5.2):

- A system call interceptor. This component takes all interesting system calls 
and moves them from kernel land to user land through a character device called 
/dev/iocap.

- A database. This database contains all system calls that were intercepted during 
capturing, plus additional information (see below).

- A capture daemon. This daemon reads system calls from /dev/iocap and puts 
then into the database.

- A replay daemon. This daemon reads system calls from /dev/iocap, and re-
plays the corresponding calls from the database.
5.2. SYSTEM CALL INTERPOSITION

Figure 5.2: How Solipsy works. Components that are part of Solipsy are shown darker. During capturing, a `read` system call is intercepted and written to the device `/dev/iocap`, where it is read by the capture daemon and written into the solipsy database. On replay, the system call is suspended while the replay daemon fetches the system call’s result from the same database.

• A policy engine. This program gets system calls from the replay daemon and decides how to replay them. This is needed for process suppression and other manipulations.

On replay, the system call interceptor plays with the process’s notion of reality. The process may believe that it reads bytes from a file, when in fact it is fed bytes from the database. For this reason, this subsystem is named Solipsy (from solipsism, the notion that the outside world comes to us through our senses and is therefore not necessarily real).

5.2.4 State Mappings

When we replay a process, we need to make its internal state so close to its internal state during capturing that the process’s computation during replay is the same as its computation during capturing. The idea is that if we replay as closely as possible the system calls that a process makes, it will make an identical computation.

Now, we may want the process to think that it is executing the original computation, but in fact, time has moved on and it will in fact be impossible to recreate all conditions exactly as they were during the original computation. This means in practice that we will have to map between the operating system (reflecting the current state of the world) and the application (reflecting a past state of the world). These mappings are described in more detail in Section 5.7.

---

3This isn’t exactly news: Heraclitus notes in the sixth century B.C. that “[I]t is not possible to step twice into the same river, nor is it possible to touch a mortal substance twice in so far as its state is concerned.” [49, Fragment B91], English translation by John Burnet [27].
5.3 Evaluation

The evaluation of Malfor was done using two test cases. The first test case (Section 5.3.1) is very simple and is used to show the soundness of the principles on which Malfor is built. The second test case (Section 5.3.2) is very complicated and shows that Malfor can automatically analyze attacks that can be analyzed by no other tool today. If Malfor is to be a practical system, it needs to be accurate, fast, and easily deployed. Malfor’s accuracy is currently being evaluated; all we can say at this point is that it has so far found the relevant processes in all our tests. Sections 5.3.3, 5.3.4 and 5.3.5 contain a preliminary performance evaluation, Section 5.3.6 looks at Malfor’s deployability, and Section 5.3.7 has some ideas for fooling Malfor.

5.3.1 Proof of Concept

For the proof-of-concept evaluation, we created a simple network server. This server, named \texttt{spud}\footnote{After a character from \textit{Trainspotting} [181].} reads and parses a HTTP-like command set from a network socket. One of these commands will cause the file \texttt{/tmp/pwned} to be created. In our evaluation, we use the existence of this file as a break-in indicator: as soon as this file has been successfully created, we say that a \textit{break-in has happened}. Spud has the following structure which is typical of many network server programs (see also Figure 5.3):

1. it detaches itself from the controlling terminal, becoming a session leader;
2. the session leader opens a socket and binds it to a well-known port number;
3. it accepts a connection on that socket;

Figure 5.3: Typical process structure of a network server. The server is first invoked on the command line. It then detaches itself from its controlling terminal, becoming a session leader. Next, it opens a socket and waits for incoming connections. On receiving such connections, it forks a worker child process, which may in turn create subprocesses.
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4. it forks a worker process; and

5. while the session leader continues listening, the worker reads a request from the newly opened socket, performs the requested action (possibly using subprocesses that run other programs), and exits.\(^5\)

In this example, the intrusion is caused by a single system call, the one that creates the file \(/\text{tmp/pwned}\). The set of relevant processes then contains the process making that system call, and its ancestors.

Assume that we have 32 processes: the command-line program \(C\), the session leader \(S\) and thirty workers \(W_1, \ldots, W_{30}\), where \(W_{20}\) executes the intrusion-causing system call. Delta debugging will try different subsets of the set of all processes \([C, S, W_1, \ldots, W_{30}]\) and test whether the intrusion still happens. In our example, the set of relevant processes would be \([C, S, W_{20}]\); see also Figure 5.4.

The actual sequence of process subsets tried by delta debugging is shown in Table 5.1. The column marked “R” contains the result of the test: \(\times\) if the intrusion occurs, and \(\checkmark\) if it does not occur. The other columns contain a bullet if the corresponding process is included in the test. For example, in row 1, processes \(C, S, W_1, \ldots, W_{14}\) are included, but \(W_{15}\) through \(W_{30}\) are not. Since \(W_{20}\) is the culprit, and since it is not executed, the intrusion does not happen and the output is \(\checkmark\).

Lines 1–3 try to find a subset of the original processes that produce \(\times\), first by splitting the original set in roughly equal parts and then subdividing it further and trying complements when that does not work. Line 14 contains the minimal subset needed for the intrusion. Further subsets need not be considered, because they have already been tested (lines 9 and 13). Delta debugging finds the culprits (processes \(C, S,\) and \(W_{20}\)) with only fourteen tries.

\[\begin{array}{|c|c|c|c|c|c|}
\hline
\text{The processes that Malfor found, and only those,} & \text{really were relevant for the break-in.} \\
\hline
\end{array}\]

\(^5\)Spud does not use any subprocesses.
Table 5.1: Process subsets actually tried by delta debugging Spud with Malfor. The column marked "#" gives the test number; the columns marked "C", "S", and "01"–"30" show which processes are included in a test case. Here, C is the command-line program, S is the session leader, and 01–30 are the 32 worker processes. For example, test 12 contains C, S, and workers 19 and 20. The column marked "R" gives the test result: ✓ for a passing test, and ✗ for a failing test. The culprits in this case are C, S, and worker 20, and the vertical lines give a visual clue how delta debugging zeros in on them.

Figure 5.5: Graphical representation of Table 5.1. On the x-axis the processes are arranged in order of increasing process IDs. A process is shown in black if it is included in the set that delta debugging tests, and it is shown in white if it is excluded. One unit on the y-axis represents one execution of a process subset. Time passes from the top of the page to the bottom as Malfor tries 14 tests. A test that results in ✓ is shown with a black dot at the side; all other tests shown are ✗. We can see how delta debugging systematically eliminates processes: white stripes appear running down the page that represent processes that have been permanently excluded from consideration by a failing test. Delta debugging tries many more test cases than are shown here. However, these test cases result in impossible process sets—sets where processes are included whose parent process is not included. Malfor automatically skips these tests.

Figure 5.6: Using Algorithm B instead of Algorithm D on Spud. The figure is analogous to Figure 5.5.
Figure 5.7: The password file of a compromised Linux system. The account named toor (which is root spelled backwards) has user ID 0 and group ID 0, which under Unix means that it is a system administrator’s account. Having an account named toor on a system almost certainly means that it is compromised. The encrypted passwords shown here are not real.

We emphasize that Malfor’s result does not only contain the root cause of the attack, but all intermediate attack-relevant processes too. So if an attack involves a long chain of events, Malfor will produce all the intermediate steps that are needed to reproduce the attack.

One concern is that a process could not exhibit its original behavior during replay because it took a different control path. For example, what if a process launches an attack only upon the existence of certain files, or a successful challenge-response authentication with a remote server? In these cases, the process must have made system calls that caused these actions to be performed. Malfor then captures these system calls and replays them. For example, if a process creates a random challenge as part of the challenge-response protocol, it will have to issue system calls to do so (for example, in order to read /dev/random). When we replay the process, we also replay these system calls, so we will have recreated the state of the process as it was when it made the original challenge-response authentication and the computed challenge will be the same in both cases. In the case of files on the local file system, Malfor actually executes the system calls; in the case of a remote challenge-response authentication, it replays a previously recorded conversation.

5.3.2 A Real-World Attack

The scenario for this analysis is that a system administrator stumbles upon the password file on one of his servers and encounters the file in Figure 5.7. From the bogus system administrator account toor, he knows that his system must have been compromised. We will see how Malfor finds the cause of this additional root account even under circumstances that make it difficult or impossible for other tools to reason about the attack.

Most attacks, including ours, work according to a fixed scheme:

1. Gain access to the machine by exploiting a flaw in a network program. This results in the attacker being able to execute any command on the machine, but with restricted rights—usually those of the owner of the exploited network program.

2. Using the ability to launch commands, download additional malcode.
3. Using this downloaded malcode, exploit a flaw in a local program or process to gain system administrator privileges. This enables the attacker to modify any file on the system, to launch or kill any process, and to install software—even if that is usually not possible for ordinary users.

4. Armed with system administrator privileges, install a backdoor. The purpose of this backdoor is to allow the attacker to regain root privileges even when the flaws that were exploited in steps 1 and 3 are eventually fixed.

5. Remove as many traces of the attack as possible and as permanently as possible.

Our target machine is running a subset of Debian 3.0 on a Linux 2.4.24 kernel. We have installed Apache httpd 2.0.54 together with version 1.2.2 of mod_auth_any, a module that uses a configuration file to launch authentication programs. We have also installed Perl 5.8.4. The attacker knows that:

- The 1.2.2 version of mod_auth_any contained a shell code insertion flaw by which it is possible to execute arbitrary shell commands as the user that Apache runs as (usually www-data);
- Perl 5.8.4 had a buffer overflow bug in its suidperl component that allowed the creation of files in arbitrary places through clever manipulation of the PERLIO_DEBUG environment variable. These files are writable by anyone. This is particularly ironic since suidperl is touted as a safe alternative to suid shell scripts and C programs.
- If one could manipulate the /etc/ld.so.preload file, one can insert code that pre-empts system calls like getuid.
- If one can convince the /bin/su program that one is already the superuser—for example by pre-empting getuid to always return zero—, su will not ask for the superuser password before executing an arbitrary command as root.

The attack now proceeds along the steps outlined above: download malcode, run malcode, escalate privileges, install backdoor, erase traces (see Figure 5.8).

1. Use the flaw in mod_auth_any to download ex_perl.c. Do this in chunks so that the download can be spread over multiple HTTP requests. (This is designed to foil behaviour-based intrusion detection systems.) Use the same flaw to launch the C compiler to compile the malcode into ex_perl.

2. Using the same flaw, download attack_mod.o, a precompiled loadable kernel module (LKM).

3. Using the same flaw, execute ex_perl. This program will first of all compile a C file that contains the source to a fake getuid function into a shared library /tmp/getuid.so. That fake getuid function will always return 0, thereby suggesting that the caller is always the superuser.

4. Next, ex_perl will execute suidperl using a specially prepared PERLIO_DEBUG environment variable.

5. This will cause the file /etc/ld.sopreload to have write permissions for everyone.
6. Now that the process can write to the preload file, it will install /tmp/getuid.so into /etc/ld.so.preload. The effect is that every command that executes getuid will get 0 as the result, thinking that the process has root privileges. The remainder of the attack is executed in a separate shell script by /bin/su.

7. Install the LKM downloaded above. This step could have been done together with the previous step but the intention here is to spread the attack out over multiple steps in order to make detection and analysis more difficult.

8. The LKM modifies the password file and installs a new system administrator account.

9. Lastly, the kernel module is unloaded and all temporary files erased.

At this point, one might wonder why we take what appears to be an unnecessarily awkward route to our goal of adding another account. Why do we go to all the trouble to install a LKM once we have superuser privileges? Why don’t we just modify the password file straightaway? The reason is that we wish to elude not only potential host-based intrusion detection systems (including those that analyze the system calls that are being made by processes), but also those systems that analyze attacks by looking at a process’s system calls, such as Backtracker [92]: if we had modified the password file directly, we would have had to issue a system call to open the password file, which would be clearly visible in the process’s stream of system calls. Installing the LKM allows us to open the password file from within the kernel, without issuing a system call. Experience with real-world attacks shows that attackers will usually go out of their way to avoid detection; see for example the study by Anderson and Moore on information security economics [10].

The attack generates a process tree containing 168 processes (see Figure 5.9). Most of these processes are concerned with downloading the various source files. For technical reasons, every process spawned through the hole in mod_auth.any generates two processes that run /bin/true. The /bin/true program does nothing but exit successfully; it has no side effects. Those processes executing this program are therefore irrelevant for the attack: if it were possible for an attacker to forego the creation of these processes, the attack would still succeed.

---

**Figure 5.8**: A graphical depiction of the attack described in the text. The attack proceeds in the usual phases: download malcode, run malcode, escalate privileges, install backdoor, erase traces.
All the system administrator sees is the modified password file. For him, the system is compromised only after Step 9 above. How does Malfor reconstruct the chain of events?

Malfor considers the set of all 168 processes and applies delta debugging to those processes (see Figure 5.10). After we have replayed a process subset, three outcomes can occur:

- The attack manifests itself (✗): the password file has been modified and the new system administrator account has been added. All processes that were necessary for the attack are therefore included in the subset. On a ✗ outcome, delta debugging knows that those processes not included in the process subset must be irrelevant to the attack: after all, the attack has succeeded even without those processes.

- The attack does not manifest itself (✓). Not all processes that were necessary for the attack are included in the subset. When the outcome is ✓, we know that the process set does not contain all relevant processes. We therefore need to include some of those processes that are currently being excluded.

- The proposed process subset is impossible to replay because it contains nodes whose parent is not included (?). Note that ? runs do not take much time because they are detected before replay is attempted.

All in all, delta debugging executes 1330 tests of which 56 fail and 1274 pass; an additional 1220 tests yield invalid process trees that are identified right away and
Figure 5.10: Minimizing the process tree in Figure 5.9 with Algorithm D. The figure is analogous to Figure 5.5.
which therefore do not take up any time. These tests contain on average 117 processes. From the 168 processes, Malfor correctly identifies those 96 processes that do not run `/bin/true` as culprits and tags as irrelevant the remaining 72.

On a typical system, and with a typical attack, we would record thousands of processes, only a small fraction of which would be relevant. These are circumstances under which delta debugging works particularly well [75]. However, this attack is incidentally very difficult for delta debugging to analyze: the proportion of relevant processes is high, and the relevant processes are not bunched up together, but rather spread out evenly.

### 5.3.3 Replacing Delta Debugging by Binary Minimization

If we assume that the preconditions for Algorithm B—the superset condition—are given, we obtain a dramatic increase in performance when we replace Algorithm D by Algorithm B. In this case, Malfor finds the culprit processes using only 269 tests, or about 20% of the tests that Algorithm D needs. An additional 416 tests yield invalid process trees. The resulting diagram is shown on Figure 5.11.

### 5.3.4 Malfor Performance

For the experiments in this section and the next, the (un-tuned) MySQL database, UML with Solipsy and the outside “attacker” were all on the same host, a 3 GHz Pentium 4 PC running Linux 2.4, both as the host kernel and the UML kernel. All kernels were otherwise unoccupied.

When we actually analyzed the example attack from Section 5.3.1 with Malfor, we got the results summarized in Table 5.2. We can see that the time spent replaying the processes is on average only about half of the UML running time. In other words, about half the time is spent booting and shutting down Linux kernels. Linux startup time is hard to speed up; in our case, we have already disabled all unneeded services. Shutting down a UML, however, takes about ten to eleven seconds in our setup, so if we just killed the UML instead of shutting it down cleanly, we would

<table>
<thead>
<tr>
<th>What</th>
<th>Total</th>
<th>Median</th>
<th>$\mu$</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>UML + Replay</td>
<td>364 s</td>
<td>26 s</td>
<td>26.0 s</td>
<td>3.7 s</td>
</tr>
<tr>
<td>Replay only</td>
<td>174 s</td>
<td>13 s</td>
<td>12.4 s</td>
<td>3.3 s</td>
</tr>
</tbody>
</table>

Table 5.2: Performance when analyzing the sample attack on Spud (14 tests). All times are in seconds. The column labeled $\mu$ holds the mean and the column labeled $\sigma$ holds the standard deviation.
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<table>
<thead>
<tr>
<th>Environment</th>
<th>Overhead Ded.</th>
<th>Overhead UML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dedicated machine</td>
<td>21.5 s</td>
<td>0%</td>
</tr>
<tr>
<td>UML w/o Solipsy</td>
<td>22.4 s</td>
<td>4%</td>
</tr>
<tr>
<td>UML w/Solipsy, disabled</td>
<td>24.0 s</td>
<td>12%</td>
</tr>
<tr>
<td>UML w/full Solipsy</td>
<td>24.3 s</td>
<td>13%</td>
</tr>
</tbody>
</table>

Table 5.3: Performance of Spud in various environments. The column labeled “Overhead Ded.” has the overhead of running Spud in the given environment relative to running it on a dedicated machine; the column labeled “Overhead UML” has the same overhead relative to running Spud on a UML without Solipsy.

save between $14 \times 10\,\text{s} = 140\,\text{s}$ and $14 \times 11\,\text{s} = 154\,\text{s}$ of run time. If we did that, the proportion of replay time to total running time would rise to about 75 percent and the total running time itself would decrease by about 40 percent, to about $217\,\text{s}$.

5.3.5 Performance of Capturing

In order to measure the performance of capturing, we ran Spud in successively more complete Solipsy environments, as explained below. In each environment, we called Spud 257 times in rapid succession. One of these times, the service was made to exhibit its vulnerability. Overall, we therefore have one command-line process, one session leader, one intrusion-causing interaction and 256 harmless interactions. Table 5.3 has our results.

On a dedicated system that did not run inside User Mode Linux (UML) or use Solipsy (that is, Spud performed only steps 1 and 2a in Figure 5.2), this took 21.5 s. On an UML system that did not have Solipsy (steps 1 and 2a are performed, but the network I/O has to cross a machine boundary), it took 22.4 s. Once Solipsy was loaded and enabled, but the service not traced (steps 1, 2, and 2a), execution time rose to 24.0 s. When the vulnerable service was also traced and the results put in a database (steps 1, 2, 2a, 3, and 4a), execution time was 24.3 s.

While these preliminary results cannot be definitive, we feel that the system calls captured in this experiment (see Table 5.4) are typical of larger systems and that therefore the numbers obtained in this experiment are representative. If that is indeed the case, the overhead of capturing would be about 8% when compared to an un-traced process running inside UML (the “Overhead UML” column Table 5.3), or about 13% when compared to a dedicated machine without either UML or Solipsy (the “Overhead Dedicated” column).

On the one hand, both results are excellent. They also compare well with those by Dunlap and others [53]. On the other hand, it seems as if these numbers are so good only because the program takes so long, even on a dedicated machine (the first row in Table 5.3). Its performance is about six requests per second, which seems rather slow.

5.3.6 Deployability

All of Malfor’s components are easily installed: Solipsy is a loadable kernel module, the capture and replay daemons are ordinary processes, the delta debugger is also an
ordinary process that can additionally reside on a remote machine, and the database is an ordinary MySQL database without any tuning. Neither the kernel image nor the captured processes need to be changed. The latter is particularly important if we want to analyze processes whose programs we cannot debug. We therefore believe that Malfor is easily deployed.

5.3.7 Fooling Malfor

Despite Malfor’s ability to analyze attacks that cannot be analyzed by any other tool today, it is not infallible. Attackers can outmaneuver Malfor in the following ways:

**Detect Capturing/Replaying.** In the current implementation, system calls that affect the local system only are executed and not replayed. Using ordinary system calls, an attacker could therefore detect whether the attacked system is in the capturing or the replaying phase and behave differently. This is however merely an artifact of the current implementation and could be remedied.

**Exploit Race Conditions.** Scheduling decisions are currently not being replayed because there is no easy way to access them in the kernel in a uniform way. For a successful analysis with Malfor, we need repeatability, however—two executions of a process must always yield the same result. Therefore, attacks that exploit race conditions will not be analyzable with Malfor in its current state. But this is not a general limitation of Malfor. Given enough time, Malfor could be extended so that scheduling decisions are captured and replayed just like system calls.

**Exploit Parallelism.** The current implementation essentially assumes that system calls are atomic. This assumption has recently been challenged by Robert N. M. Watson in a paper where he successfully attacks system call wrappers using concurrency [178]. This is a potentially serious attack because the assumption of atomicity is implicit in much of the Unix API, and capture/replay on the API layer will miss some of the subtleties that occur when real concurrency is present.

**Subliminal Channels.** Malfor implicitly assumes that only system calls can help a process learn about its environment, but this is not necessarily true. If processes use subliminal channels to communicate, they will bypass Malfor altogether. The theory of information flow is quite new; see for example the PhD thesis by Heiko Mantel [168]. The theory does not yet allow the analysis of

<table>
<thead>
<tr>
<th>accept</th>
<th>access</th>
<th>bind</th>
<th>brk</th>
<th>close</th>
</tr>
</thead>
<tbody>
<tr>
<td>connect</td>
<td>execve</td>
<td>exit</td>
<td>fcntl64</td>
<td>fork</td>
</tr>
<tr>
<td>fstat64</td>
<td>listen</td>
<td>lseek</td>
<td>mmap</td>
<td>munmap</td>
</tr>
<tr>
<td>open</td>
<td>read</td>
<td>setsockopt</td>
<td>socket</td>
<td>stat64</td>
</tr>
<tr>
<td>unlink</td>
<td>wait4</td>
<td>write</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4: List of captured system calls for *spud*. Solipsy captures many more system calls than given in this table; they just weren’t used by Spud.
5.4 Visualizing Malfor

Malfor is a completely automated technique and as such is designed to run autonomously. However, it is sometimes desirable to be able to watch Malfor run. For example, having a visual display is useful when debugging. Or, having run Malfor successfully, one would sometimes like to watch certain parts of the debugging process again in an instant replay, as it were.

The Bachelor thesis by Steven Mai provides such a tool [106], called Qmalfor. Qmalfor is connected to Malfor with a pipe. Malfor sends events to the visualization tool over this pipe. Events include:

- beginning and end of a Malfor run;
- beginning and end of a test (this event contains those processes that are included in the test); and
- process creation and termination.

Figure 5.12: The Malfor visualization tool. It can run Malfor live, visualizing Malfor events as they happen, or it can be run in instant-replay mode, where it re-visualizes a Malfor run that has been saved to a file.
Qmalfor reads the recorded process tree from the database and uses the free graph-layout program dot to create a tree layout, which it then displays. Using dot for layouting the tree gives sufficient flexibility to change layouts cheaply, without having to reimplement parts of Qmalfor.

Qmalfor runs in two modes:

- In live mode, it displays events as they happen, in real-time. It extends these events with a time stamp and writes them to a log file.
- In instant replay mode, it reads a previously written log file and visualizes a previous Malfor run without actually running Malfor.

The last mode is useful for instant replays of the process minimization algorithm, but it can of course be used to view the minimized attack. Further visualization would provide visual clues as to what side effects have occurred, such as file or socket I/O.

Qmalfor uses dot to lay out the process tree. This makes it possible to use many excellent tree layout algorithms without changing the Qmalfor program. It also colors those parts of the tree that are currently under consideration by the minimization algorithm and will also color process nodes according to their status (not yet extant, extant but will quit at the next system call, exited).

A sample screenshot can be seen in Figure 5.12.

5.5 Beyond Processes

As we have established above, the methods we use to find the processes that cause an intrusion can in principle find the cause for any effect. It is therefore natural to extend the approach to find not only the responsible processes but other things that we might want to know about the attack, such as the network inputs that caused it. Such a network input is known as an attack signature. This section describes the work done by Stefana Nenova in her Master’s Thesis [123].

The objective is to replay processes as above, with the difference that it is not the set of processes that we are minimizing, but instead their network inputs. Since we control every read-type system call (read, readv, recv, and recvfrom), we control every byte that any process reads.

5.5.1 Input Reassembly

Before we can replay process inputs, we need to reconstruct them from the Solipsy database because processes only rarely input something in one system call. We will give a number of examples of process inputs in increasing order of difficulty. Some of the examples will use cat, a program that catenates files but that can also be used to print a file to the screen. We will suppose the existence of a file called poem.txt which contains some text. Other examples will use spud, the network server first introduced in Section 5.3.1. For the examples below, we will use a single-thread version of spud that handles requests without forking.

**One Read.** A command like cat poem.txt will, for a short poem, produce a sequence of system calls as outlined in Table 5.3. As can be seen, the cat command tries to fill a 4 kByte buffer with the contents of the file, but the file contains only
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<table>
<thead>
<tr>
<th>Call</th>
<th>Arguments</th>
<th>Res</th>
</tr>
</thead>
<tbody>
<tr>
<td>open</td>
<td>&quot;poem.txt&quot;, O_RDONLY</td>
<td>O_LARGEFILE</td>
</tr>
<tr>
<td>fstat64</td>
<td>3, [st_mode = S_IFREG</td>
<td>0600, st_size = 728, ...]</td>
</tr>
<tr>
<td>read</td>
<td>3, &quot;Two roads diverged in a yellow w&quot;..., 4096</td>
<td>728</td>
</tr>
<tr>
<td>write</td>
<td>1, &quot;Two roads diverged in a yellow w&quot;..., 728</td>
<td>728</td>
</tr>
<tr>
<td>read</td>
<td>3, &quot;&quot;, 4096</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.5: The sequence of system calls for cat poem.txt for a short poem. The entire file is read in one go and printed to stdout.

<table>
<thead>
<tr>
<th>Call</th>
<th>Arguments</th>
<th>Res</th>
</tr>
</thead>
<tbody>
<tr>
<td>open</td>
<td>&quot;poem.txt&quot;, O_RDONLY</td>
<td>O_LARGEFILE</td>
</tr>
<tr>
<td>fstat64</td>
<td>3, [st_mode = S_IFREG</td>
<td>0600, st_size = 14317, ...]</td>
</tr>
<tr>
<td>read</td>
<td>3, &quot;From off a hill whose concave wo&quot;..., 4096</td>
<td>4096</td>
</tr>
<tr>
<td>write</td>
<td>1, &quot;From off a hill whose concave wo&quot;..., 4096</td>
<td>4096</td>
</tr>
<tr>
<td>read</td>
<td>3, &quot;st more dear,\nAnd nice affection&quot;..., 4096</td>
<td>4096</td>
</tr>
<tr>
<td>write</td>
<td>1, &quot;st more dear,\nAnd nice affection&quot;..., 4096</td>
<td>4096</td>
</tr>
<tr>
<td>read</td>
<td>3, &quot;ot one whose flame my heart so m&quot;..., 4096</td>
<td>4096</td>
</tr>
<tr>
<td>write</td>
<td>1, &quot;ot one whose flame my heart so m&quot;..., 4096</td>
<td>4096</td>
</tr>
<tr>
<td>read</td>
<td>3, &quot; running from a fount\nWith brini&quot;..., 4096</td>
<td>2029</td>
</tr>
<tr>
<td>write</td>
<td>1, &quot; running from a fount\nWith brini&quot;..., 2029</td>
<td>2029</td>
</tr>
<tr>
<td>read</td>
<td>3, &quot;&quot;, 4096</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.6: The sequence of system calls for cat poem.txt for a long poem. The file is read in several portions.

728 bytes. Therefore, the file is read in with the first read call and is printed to the standard output in one go. The final read returns 0, as it is at the end of the file.

If we want to replay cat and control its inputs, we can do this easily, since there is only one read call which reads the entire file. The only thing we have to do is to fill the provided buffer with the data we want and to return the correct number of bytes.

**Multiple Reads.** For a longer poem, a process will need multiple reads to read the entire file; see Table 5.6. When we replay this situation, we will need to keep track of the number of bytes provided to the process so far (or, equivalently, on the number of bytes remaining to be provided). We call this a *logical read operation*.

**Multiple Files With Same File Descriptor.** When we catenate two files, the first file is opened and printed, then the second one; see Table 5.7. Traditionally, UNIX and similar operating systems give out the smallest unused file descriptor when a file is opened. This causes inputs from two different files to have the same file descriptors because the first file is closed before the second file is opened, which causes the file descriptor for the first file to be available when the second file is opened. This means that we will have to disambiguate two reads even if they have the same file descriptors in order to associate the correct file with each read. The rule is that two reads belong to one logical input operation of there is no intervening close, write or lseek on that file descriptor.
**Table 5.7:** The sequence of system calls for `cat poem.txt poem.txt`. Now, two reads on file descriptor 3 do no longer refer to the same file.

<table>
<thead>
<tr>
<th>Call</th>
<th>Arguments</th>
<th>Res</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>open</code></td>
<td>&quot;poem.txt&quot;, O_RDONLY</td>
<td>3</td>
</tr>
<tr>
<td><code>fstat64</code></td>
<td>3, [st_mode = S_IFREG</td>
<td>0600, st_size = 14317,...]</td>
</tr>
<tr>
<td><code>read</code></td>
<td>3, &quot;From off a hill whose concave wo&quot;..., 4096</td>
<td>4096</td>
</tr>
<tr>
<td><code>write</code></td>
<td>1, &quot;From off a hill whose concave wo&quot;..., 4096</td>
<td>4096</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td><code>read</code></td>
<td>3, &quot; running from a fount \nWith brini&quot;..., 4096</td>
<td>2029</td>
</tr>
<tr>
<td><code>write</code></td>
<td>1, &quot; running from a fount \nWith brini&quot;..., 2029</td>
<td>2029</td>
</tr>
<tr>
<td><code>read</code></td>
<td>3, &quot;, 4096</td>
<td>0</td>
</tr>
<tr>
<td><code>close</code></td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td><code>open</code></td>
<td>&quot;poem.txt&quot;, O_RDONLY</td>
<td>3</td>
</tr>
<tr>
<td><code>fstat64</code></td>
<td>3, [st_mode = S_IFREG</td>
<td>0600, st_size = 14317,...]</td>
</tr>
<tr>
<td><code>read</code></td>
<td>3, &quot;From off a hill whose concave wo&quot;..., 4096</td>
<td>4096</td>
</tr>
<tr>
<td><code>write</code></td>
<td>1, &quot;From off a hill whose concave wo&quot;..., 4096</td>
<td>4096</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

**Table 5.8:** The sequence of system calls for two commands sent to `spud`.

<table>
<thead>
<tr>
<th>Call</th>
<th>Arguments</th>
<th>Res</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>socket</code></td>
<td>PF_INET, SOCK_STREAM, IPPROTO_TCP</td>
<td>3</td>
</tr>
<tr>
<td><code>bind</code></td>
<td>3, [AF_INET, 2000, 0.0.0.0], 16</td>
<td>0</td>
</tr>
<tr>
<td><code>listen</code></td>
<td>3, 5</td>
<td>0</td>
</tr>
<tr>
<td><code>accept</code></td>
<td>3, [AF_INET, 34301, 127.0.0.1], [16]</td>
<td>4</td>
</tr>
<tr>
<td><code>read</code></td>
<td>4, &quot;INFO\r\n&quot;, 9</td>
<td>6</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td><code>write</code></td>
<td>4, &quot;200 Some message for you at 2007&quot;..., 53</td>
<td>53</td>
</tr>
<tr>
<td><code>read</code></td>
<td>4, &quot;QUIT\r\n&quot;, 9</td>
<td>6</td>
</tr>
<tr>
<td><code>write</code></td>
<td>4, &quot;200 Quitting\r\n&quot;, 14</td>
<td>14</td>
</tr>
</tbody>
</table>

The same situation occurs with single-thread `spud` because `spud` reads a command on a file descriptor and writes the result to the same descriptor before reading the next command; see Table 5.8. There, reading “INFO” and reading “QUIT” are two different logical reads, even though there is no intervening close/open combination because of the write in between the two. In this case, it would be a mistake to associate the two read calls with only one read operation. This happens not only with write, but also with lseek.

### 5.5.2 Signature Extraction

Besides using Delta Debugging (see Section 3.4) and Binary Minimization (see Section 4.3), Nenova also implemented Consecutive Binary Minimization. The key observation here is that relevant inputs tend to occur in bunches and are not randomly distributed across all inputs. Therefore, instead of using binary search directly after we have identified the leftmost relevant input, we may assume that this leftmost input is the beginning of a block of relevant inputs and simply try removing the next
input. This algorithm is expected to give good results when used on actual exploits.

The following description gives the details. Algorithm C is a straightforward extension of Algorithm B, shown in Section 4.3, merely adding steps C8–C9. It has the same asymptotic worst-case running time.

Algorithm C. (Consecutive Binary Minimization.) Let $C = \{c_1, \ldots, c_n\}$ be a set of failure-causing circumstances. Assuming that test($C$) = $\Phi$, and assuming the superset condition, this algorithm computes culp $C$.

C1. [Initialize.] Set $T \leftarrow \emptyset$. Set $r \leftarrow n$.
C2. [Prepare binary search.] Set $l' \leftarrow 1$ and $r' \leftarrow r$. We will look for the culprit member with the highest index between indices $l'$ and $r'$.
C3. [Compute midpoint.] Let $m = \lfloor (l' + r')/2 \rfloor$.
C4. [Set up test.] Set $t \leftarrow$ test($\{c_1, \ldots, c_{m-1}\} \cup T$).
C5. [Test.] If $t = \Phi$, set $r' \leftarrow m - 1$, otherwise set $l' \leftarrow m$.
C6. [Loop if not found.] If $l' < r'$, go to step C3. Otherwise, go on to C7.
C7. [Loop if found.] If $t = \checkmark$, set $T = T \cup \{c_m\}$, and set $r \leftarrow m - 1$. Otherwise go to step C8. If now $r \geq 1$, go to C8. Otherwise, terminate the algorithm with $T$ as the answer.
C8. [Set up block search.] Set $b \leftarrow 1$. We will test $T \cup \{c_m, \ldots, c_{m+b}\}$ for increasing values of $b$.
C9. [Set up block test.] Set $t \leftarrow$ test($\{c_m, \ldots, c_{m+b}\} \cup T$).
C10. [Test.] If $t = \checkmark$, set $b \leftarrow b + 1$, and return to Step C9. Otherwise go on to Step C11.
C11. [Loop.] Set $T \leftarrow T \cup \{c_m, \ldots, c_{m+b}\}$. If $m + b = n$, terminate the algorithm with $T$ as the answer. Otherwise, set $l \leftarrow m + b + 1$ and return to Step C2.

Using Solipsy, Nenova was able to extract signatures for attacks on modified versions of spud. It was modified to run in two additional modes:

- In regular-expression mode, spud accepts commands with arbitrary characters in between the command’s characters. For example, if one command is “CRE-ATE”, spud in regular-expression mode will accept a string like “XXXCXRXX-EXXXAXXTXEXX”, or in fact any string that matches the regular expression “C.*R.*E.*A.*T.*E”. This simulates the obfuscation techniques that some malware uses to evade detection.

- n-character buffer-overflow mode is an extension of regular-expression mode in which spud needs some characters before the actual command. For example, if the command is “CREATE”, 10-character buffer-overflow mode would require ten additional characters before the actual command, such as “ABCDEFGHIJCREATE”. This simulates the so-called nop sled that is often used in buffer-overflow attacks. A nop sled is a sequence of characters that translate into machine-language instructions with no effect; it is used in order to make the attack more robust. For the precise mechanics of nop sleds, see for example the books by Koziol at al. [93] or by Hoglund and McGraw [78].

We are also working on extracting signatures for a more realistic attack on wu-ftpd. This attack exploits a hole in the server’s handling of tar file downloads: when a tar file is being downloaded, the tar command is run using system, the C library’s way to run a command line interpreter, usually /bin/sh. When the downloaded file
is named, for example, `--use-compress-program=/bin/sh`, and if the `tar` command on the system is GNU `tar`, then the shell itself is being executed. This can be exploited to run a program called a bind shell, which is a shell that takes commands over a network connection. Since `wu-ftpd` is run as root, the machine in question is usually completely compromised.

5.5.3 Signature Generalization

One important goal of our type of signature generation was to have a signature for an attack for which we only have a single instance. This is in contrast to other methods that use massive amounts of attack instances in order to compute signatures; see Nenova’s thesis [123] for related work on the subject. If the exact same attack is tried again, the signature will match and either an IDS will sound an alert or a proxy can block the malicious request.

When there are multiple different instances of the attack, however, this procedure does not work. Instead, we will get one signature for every attack variant, which will not help ward off future attacks of the same type. For example, the Code Red worm attacked Internet Information Server (IIS), Microsoft’s Web server. It specifically targeted IIS’s handling of `.ida` files, but also worked on `.idq` files. Malfor could correctly analyze one attack using an `.ida` file and another using a `.idq` file, and produce two signatures for what is essentially the same attack. Or an attack could simply use a different nop sled. Therefore, Nenova’s work will also generalize from two minimized signatures.

Slightly more formally, the problem is this: given a set of (minimized) inputs, find a specific rule that subsumes all those inputs. For example, if the rule is a regular expression, all observed inputs must match the expression. The condition that the rule must be specific guards against simply generating a regular expression of the form `.*`, which would merely label all inputs as malicious. On the other hand, the most specific rule would simply list all observed inputs as alternatives, which is clearly not desired. There have been many attempts at signature generation and generalization (again, see the thesis [123] for related work), and it is not yet clear which approach is the most promising.

5.5.4 Preliminary Results

Figure 5.13 shows the distribution of the number of tests (replays) needed to find a six-character signature in a 100-character attack vector for regular-expression Spud. Delta debugging needs between 105 and 198 tests (median 158), but both binary debugging variants are much faster, needing between 29 and 50 tests (both values from consecutive binary minimization). The test data in this case were 100 random strings that contained the characters ‘C’, ‘R’, ‘E’, ‘A’, ‘T’, and ‘E’ in sequence, but not necessarily consecutively. This explains the comparatively bad performance of consecutive binary minimization, because there were no contiguous blocks of relevant inputs.

Since the two binary methods perform so much better than delta debugging, Figure 5.14 shows a closeup of the two corresponding boxplots from Figure 5.13. From this it can be seen that pure binary minimization does almost four times better than delta debugging (42 tests for binary minimization versus 158 tests for delta debugging). From the picture it is also clear that consecutive binary minimization does not work well when there are no contiguous blocks of relevant inputs because...
Figure 5.13: Empirical distribution of the number of tests (replays) needed to extract a six-character signature from 100 input characters on spud in regular-expression mode. Delta debugging needs between $10^5$ and 198 tests, but both binary debugging variants are much faster, needing between 29 and 50 tests (both values from consecutive binary minimization).

Figure 5.14: Empirical distribution of the number of tests (replays) from Figure 5.13 for the two binary minimization methods.
Figure 5.15: Empirical distribution of the number of tests (replays) from Figure 5.13 for delta debugging only.

Figure 5.16: Variation of the median number of tests needed to find a signature for various string lengths. The two binary methods scale much better than delta debugging.

the algorithm will waste a test in order to find out whether the input next to the one that has just been found is relevant too. If relevant inputs are scattered randomly and thinly about, this is very unlikely.

Figure 5.15 shows the number of tests for delta debugging in the three-plot style familiar for example from Figure 3.3 except that the leftmost plot shows the empirical cumulative distribution function, or ecdf of the number of tests. A point \((x, y)\) on the ecdf means that \(y\) percent of the sampled data was less than or equal to \(x\). It is a step function that goes from \(0\) to \(1\) as \(x\) goes from \(-\infty\) to \(\infty\). What can be seen here is that the distribution is not nearly as close to the normal distribution as Figure 3.5 was: with a skewness of \(-0.45\), it is slightly skewed to the left. Also, the Q-Q plot shows significant deviations from the normal distribution. This is due to the non-random distribution of relevant inputs: there are always six relevant inputs in Figure 5.15 but there are between one and 32 relevant inputs in Figure 3.5.

How do the various algorithms scale? In other words, how many tests are needed as the attack vector gets longer? For this, we conducted a case study us-
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ing spud in regular-expression mode. We created 100 random strings of length \( n \), where \( n = 20, \ldots, 100 \) and distributed the characters ‘C’, ‘R’, ‘E’, ‘A’, ‘T’, and ‘E’ in sequence among those \( n \) characters. Then we measured the number of tests the various algorithms needed to find that signature. Figure 5.16 shows a plot of the median number of tests for each string length.

What can be seen from this figure is that the two binary methods fare much better than delta debugging. In fact, the number of tests for delta debugging is well approximated by the formula \( t = 65.9 + 0.98n \) (at the 0.1% level), whereas the dependency for the two binary algorithms are more logarithmic. (In all fairness, fitting a linear model to the binary algorithm data gives \( t = 27 + 0.15n \), also at the 0.1% level, but even so, binary minimization would be 6.5 times faster than delta debugging for large \( n \).)

Binary debugging is suitable for intrusion analysis.

5.6 Controlling Concurrency

As we have seen in the preceding sections, Malfor works only when the processes in question can be replayed consistently. In practice, however, systems of processes have a number of sources of indeterminism that hinder consistent replay:

- In most operating systems, process scheduling is done by programming a real-time clock to generate an interrupt a certain number of times per second. However, clock skew as well as other interrupt sources such as network cards, keyboards and mice might change processing of the clock interrupt, even when everything else in the system is as it was before.

- When programs exchange messages, the time that messages spend in transit before they are read is not constant across replays. The reasons for this are similar to the reasons why process scheduling causes indeterminism.

This means that when we replay a concurrent system under the control of a minimization algorithm, we might alter the execution paths of the system’s constituent processes. This may cause the system calls that are issued during replay not to occur in the same order as they were issued during capturing, or they occur with different parameters, or indeed not at all.

Consider this example: Processes \( P_1 \) and \( P_2 \) run in parallel and take input from the network. Both processes append their inputs to file \( f \). Assume that for external reasons, \( P_1 \) always gets its input before \( P_2 \)—perhaps a third process feeds first \( P_1 \) and then \( P_2 \). Then it is true that \( f \) always contains \( P_1 \)’s input before \( P_2 \)’s. During replay, it could be because of different process scheduling that \( P_2 \) issues its \textit{write} call before \( P_1 \). If we want a consistent replay, we must stop \( P_2 \) until \( P_1 \) has made its \textit{write} call.

If we had only one process, this form of inconsistency couldn’t happen because the process would produce outputs sequentially. We can see from this example that some form of concurrency control is necessary to prevent impossible (or at least implausible) executions during replay. What follows is a formalization and generalization of this plausibility requirement. The basic idea is that real process executions generate traces of system calls when they execute, and that we need to take measures to make sure that the trace that is generated during replay is consistent with the trace that was generated during capturing.
5.6.1 System Calls and Traces

Before we can work on eliminating nondeterminism, we need to define what it means for a replay to be consistent. We have already laid some groundwork in the preceding chapter with the definition of process ID and related concepts (Definition 5.2), but we need more definitions that are specific to system calls and concurrency.

When we deal with system calls, we need to specify their parameters, but we do not want to go to the trouble of specifying exactly what a type is, nor do we want to specify all possible parameter types, especially since they are usually irrelevant for our discussion. Therefore, we assume the existence of a set \( \text{Types} \) that holds all possible system call parameter types.

**Definition 5.5 (System Call Declaration).** A system call declaration is a function declaration of the form \( f : \text{Types}^k \rightarrow \text{int} \times \text{Types}^m \), where \( k \geq 0 \) and \( m \geq 0 \) are integers whose values depend on \( f \). We call \( f \) the name of the system call, \( k \) the number of (input) parameters, and \( m \) the number of return parameters. Elements of pointer types \( T^* \) are either null or point to an instance of \( T \), and are treated as elements of an augmented pointer type \( (T^*)' = \{ x : x = \text{null} \lor *x \in T \} \).

Usually, we have \( m = 0 \), and the system call only returns an integer. Exceptions occur in the read family of system calls (\( \text{read, readv, recv, recvfrom, and recvmsg} \)), when a buffer is returned containing the bytes that were read.

By convention, the returned integer is 0 if the system call succeeds, and some negative value on error. There are exceptions to this, however. For example, \( \text{fork} \) returns to the parent the forked child’s PID, and the read and write families of system calls return the number of bytes read or written, respectively. This definition does not model value-return parameters, such as in select, where the file descriptor sets are modified on return. Value-return parameters are merely optimizations in order to save on parameters. We won’t need them for our purposes; where they occur, they are modeled as two parameters, one for input and one for output.

**Definition 5.6 (System Call).** A system call is a quintuplet \( (P, f, p, v, r) \), where \( P \) is a process ID, \( f \) is the name of a system call, and where \( p \in \text{Types}^k \), \( v \in \text{int} \), and \( r \in \text{Types}^m \). We call \( p \) the (input) parameters, \( v \) the (return) value, and \( r \) the return parameters of the call. If \( S = (P, f, p, v, r) \) is a system call, we write \( S_P \) for \( P \), \( S_f \) for \( f \) and so forth. If we want to spell out the arguments, we write \( P : f(p_1, \ldots, p_k, r_1, \ldots, r_m) = v \). For convenience, the \( r_i \) may appear among the \( p_j \) in a different order. If a system call doesn’t return, we write “-” for the return value.

If we followed strictly our convention of always appending output parameters, we would have to write, for example, “100: \( \text{read}(1, 100, "\text{abc}\n") = 4 \)”, instead of the more conventional “100: \( \text{read}(1, "\text{abc}\n", 100) = 4 \)”. Wherever possible, we will put return parameters where they appear in the POSIX system call prototype.

Some system calls do not return when they succeed, such as \( \text{exit or execve} \). In this case, there is no return value; the set of return values is effectively augmented to contain an additional value for “no value”. This is the same augmentation that we have introduced above for pointer types.

---

6 We are not modeling the possibility that a \( T^* \) may not be null, yet may not point to an instance of \( T \). This can happen for example when a pointer is uninitialized or when the memory that contains the pointer is corrupted.
Our definition does not model that an erroneous system call might leave return parameters unassigned. We assume that default values are substituted in this case. Again, this is irrelevant for our discussion.

Definition 5.7 (Trace Entry, Trace). A trace is a finite sequence of system calls, written \( T = \langle S_1, \ldots, S_n \rangle \), where \( n \geq 0 \) is called the length of the trace. We write \( P_k \) for the \( P \)-component of \( S_k \), \( i_k \) for the \( i \)-component and so forth.

Capturing processes naturally leads to traces because we record the process’s system calls sequentially, but superficially, this definition of a trace is slightly problematic for multi-processor or distributed systems because it does not contain a notion of concurrency: If two processes issue system calls at the same time, the trace will still have one system call before the other; see Figure 5.17. In what order should these calls be replayed during replay? We will show later that this is not a problem.

5.6.2 Capturing Traces

We are concerned here with traces that occur during capturing. These traces differ from arbitrary traces in that they actually occurred in a real execution. When we replay processes using these traces, we want to make sure that the traces of the replayed processes are plausible. For example, \( P: \text{wait}(\text{addr}) = i \) is not plausible if process \( i > 0 \) has not yet exited, or if \( i \) is not a child of \( P \). Other replayed traces might be plausible, but not desirable. For example, if the captured trace has \( P_1 \) writing to file \( f \) before \( P_2 \), we want to preserve this ordering during replay.

The purpose of this section is to find out those constraints that must hold if replay is to be consistent with what happened during capturing.

Definition 5.8 (Capturing Trace). A trace is called a capturing trace if it contains all system calls of captured processes in sequence.

From now on, we will only be considering capturing traces, unless explicitly stated otherwise.

We sometimes want to extract those system calls from a trace that were issued by a single process. Looking at Figure 5.17 we can imagine this operation as a projection of the trace back onto the process:

Definition 5.9 (Projection). Let \( T = \langle S_1, \ldots, S_m \rangle \) be a capturing trace, and let \( P \) be a process id. We call \( T[P] = \langle S'_1, \ldots, S'_m \rangle \) the projection of \( T \) on \( P \) if and only if there exists a strictly monotonous sequence \( \langle X_1, \ldots, X_m \rangle \) of integers such that \( S'_j = S_{X_j} \) for all \( 1 \leq j \leq m \). If \( P \) does not occur in \( T \), we define \( T[P] = \langle \rangle \), the empty sequence.
Note that the definition of \( T[P] \) does not suffer from the concurrency problems that the definition of \( T \) has: since the calls in \( T[P] \) are made by a single process, they happen sequentially by definition.

**Lemma 5.3.** Let \( T \) be a capturing trace. For every process \( P \) that occurs in \( T \), \( T[P] \) contains all system calls of \( P \), in order.

**Proof.** Since \( T \) is a capturing trace, it contains all system calls of \( P \); hence, \( T[P] \) contains all system calls of \( P \), too. Since projection doesn’t change the order of system calls—the sequence \((X)\) is strictly monotonous—, \( T[P] \) contains the calls in the order they appear in \( T \), which is the order in which they were made.

It should be no surprise that a trace that comes from capturing always has a complete ancestor chain for any process that occurs in it.

**Lemma 5.4.** Let \( T = (S_1, \ldots, S_n) \) be a capturing trace, let \( P \) and \( Q \) be two processes that occur in \( T \), and let \( P \) be a descendant of \( Q \). Let \( P_1, \ldots, P_m \) be the chain of children leading from \( P \) to \( Q \). Then there exist indices \( j_1, \ldots, j_m \) such that \( j_k < j_{k+1} \) and \( P_{j_1} = P \), \( P_{j_m} = Q \), \( f_{j_k} = \text{fork} \), and \( v_{j_k} = P_{j_{k+1}} \) for \( 1 \leq k < m \[1\].

**Proof.** First of all, there must exist \text{fork} calls that have created \( P_1, \ldots, P_m \), whether we have captured them or not. We prove the lemma by induction on \( m \). Induction starts at \( m = 2 \) because for \( m = 1 \), \( Q \) is not an ancestor of \( P \) in the sense of Definition 5.2. For \( m = 2 \), \( P \) is \( Q \)'s parent, so \( P \) must eventually issue \( P: \text{fork}() = Q \). From Section 5.1.1 we know that capturing is closed under parenting, that is, if a process \( P_k \) is captured, then so are all of its descendants. Assuming that \( P_k \) has any ancestors at all, this means that the \text{fork} call that creates \( P_{k+1} \) as an ancestor of \( P_k \) must also be in the trace.

Another constraint is that a file descriptor needs to be opened before it can be successfully used. Certain system calls create new file descriptors, and other system calls use them. We call the first class \textit{open operations} because it is exemplified by the \textit{open} system call. We call the second class \textit{I/O operations}. Our version is suitable for POSIX systems, but versions for other operating systems are straightforward. Note, however, that the conceptually simple act of opening a file descriptor needs quite some description; this was already noted in Section 5.7.

**Definition 5.10 (I/O Operation, Open Operation).** A system call \( S \) is called an \textit{I/O operation} if and only if \( S_j \) is one of \textit{chmod}, \textit{chown}, \textit{fcntl}, \textit{fcntl64}, \textit{read}, \textit{readv}, \textit{recvfrom}, \textit{recvmsg}, \textit{recv}, \textit{select}, \textit{sendto}, \textit{send}, \textit{stat}, \textit{stat64}, \textit{write}, or \textit{writes}. A system call \( S \) is called an \textit{open operation} if and only if \( S_j \) is one of \textit{accept}, \textit{dup}, \textit{dup2}, \textit{open}, \textit{pipe}, or \textit{socket}, or if \( S_j \) is \textit{fcntl} and the second argument is \textit{F_DUPFD}.

### 5.6.3 Plausible Traces

Now we can state what it means for a trace to be plausible, that is, when it could have conceivably be a capturing trace. We give here a definition that is suitable for UNIX or indeed any POSIX-conformant system, but versions for other operating systems are probably easy to create, by suitably modifying the definition below. We give formal and plain English versions of the conditions below to ease that process.

\[7\] We ignore the existence of \textit{clone}, which creates a new kernel thread that behaves just like a new process, except that, according to the manual page, “the new process shares part of its execution context with the parent process”, which means that it shares memory, file descriptors and signal handlers.
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Definition 5.11 (Plausible Trace). A trace $\langle S_1, \ldots, S_n \rangle$ (not necessarily a capturing trace) is called plausible if and only if all of the conditions below are true.

- For all $1 \leq j \leq n$, if $f_j = \text{fork}$ and $v_j = Q > 0$, then all $S_k$ with $P_k = Q$ have $k > j$. In other words, a process must be created before it can make system calls.

- For all $1 \leq j \leq n$, if $f_j \in \{\text{wait}, \text{waitpid}, \text{wait3}, \text{wait4}\}$, and $v_j = Q > 0$, then there exists some $k < j$ such that $S_k = P_j : \text{exit}(s) = -$. In other words, only child processes can be reaped, and they must have exited before reaping.

- For all $1 \leq j \leq n$, if $f_j$ is an I/O operation on $fd$ and $v_j > 0$, then there exists a $1 \leq k < j$ such that either $P_k = P_j$ or $P_k$ is an ancestor of $P_j$, and $f_k$ is an open operation, and $v_k = fd$, and none of the trace elements $S_n$ with $k < m < j$ is $P_m : \text{close}(fd) = 0$ or $P_m : \text{execve}(...) = -$, with $fd$ having the close-on-exec flag set. In other words, successful I/O operations can be done only on open file descriptors.

- For all $1 \leq j \leq n$, if $f_j$ is an input operation on the shared descriptor $fd$ and $v_j = Q > 0$, then there exists a $1 \leq k < j$ such that $f_k$ is an output operation on the same descriptor $fd$, and $v_k = Q > 0$. In other words, message reads must not come before their corresponding message writes.

If the operating system works as specified, traces gathered during capturing are necessarily plausible. (The first of the bulleted conditions works only if PIDs don’t wrap around during capturing. As before in Chapter 5, we will just assume that they do not.) Also, processes can be reaped that didn’t call exit, for example if they get signals. For those processes, synthetic exit calls are inserted just before the corresponding wait calls.

The last condition, that message reads must not come before their corresponding message writes has a surprisingly intuitive graphical interpretation. In Figure 5.18 we see on the left process $P_1$ sending a message to process $P_2$. The message arrow goes to the right, in the direction of time. A replay of that situation is consistent only if the arrow points to the right (middle diagram); otherwise, a process would receive a message from the future, which is inconsistent with our definition of causality set forth in Section 2.1.3.

5.6.4 Causality in Distributed Systems

The graphical representation shown in Figure 5.18 was used by Mattern and others in order to define and detect causal relationships in distributed systems [113]. They model a distributed system as a number of independent processes, communicating
only by exchanging messages. Processes may issue events, which fall into three categories:

- local events, which only modify the local state of the process;
- send events, which cause a message to be sent to another process; or
- receive events, which are caused by some earlier send event.

Note that local events are trivially (and strictly) ordered: like pearls on a string, they come one after another. This makes it possible to speak of predecessors and successors of events. Mattern then proceeds to order events:

**Definition 5.12 (Immediate Predecessor).** Let $e_1$ and $e_2$ be events. We call $e_1$ the **immediate predecessor** of $e_2$ and write $e_1 \prec e_2$ if

- $e_1$ happens immediately before $e_2$ in the same process; or
- $e_1$ is a send event and $e_2$ is the corresponding receive event.

**Definition 5.13 (Causality Relation).** Let $e_1$ and $e_2$ be events. We define the **causality relation** $\rightarrow$ as the smallest transitive relation on events such that $e_1 \rightarrow e_2$ if $e_1$ is the immediate predecessor of $e_2$. (In other words, $\rightarrow$ is the transitive hull of $\prec$.)

We say that $e_1$ may **causally affect** $e_2$.

Note that if $e \rightarrow f$, there exist $n > 1$ events $e_1, \ldots, e_n$ such that $e_1 = e$, $e_n = f$, and $e_k \prec e_{k+1}$ for $1 \leq k < n$.

This definition is equivalent to Lamport’s “happened-before” relation \cite{Lamport}, but calling it the causality relation explains better what we want to do with it, namely find orderings of events so that their causality relationship is preserved; see also Figure 5.19

**Lemma 5.5.** The causality relation is irreflexive, asymmetric and transitive. That is, it is a strict partial ordering.

**Proof.** The relation is transitive by definition. For irreflexivity and asymmetry, note that $\prec$ is both irreflexive and asymmetric, hence so is $\rightarrow$. \hfill $\Box$

**Lemma 5.6.** Let $T$ be a capturing trace containing events $S_i$ and $S_k$. If $S_i \rightarrow S_k$, then $i < k$.

**Proof.** This lemma merely formalizes our notion that the cause must come before the effect. Let $s_1, \ldots, s_n$ be events such that $s_j$ is in $T$, $s_1 = S_i$, $s_n = S_k$ and $s_j \prec s_{j+1}$. For each pair $(s_j, s_{j+1})$ we have either that they occur in immediate succession in the same process (hence their indices in $T$ must be increasing), or $s_j$ is a send event with $s_{j+1}$ being the corresponding receive event (hence their indices in $T$ must be increasing as well, because the receive event cannot occur before the send event). \hfill $\Box$
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Figure 5.20: Concurrent events. Concurrency is not transitive because in this example, $e_1 \parallel e_3$ and $e_3 \parallel e_2$, but not $e_1 \parallel e_2$.

Figure 5.21: Vector time. Every event $e$ is assigned a vector $v = (v_1, \ldots, v_n)$ such that $v_k$ is the index of the latest event in process $k$ that could have influenced $e$. If we compare the vector times of $e_1$ and $e_2$ componentwise, we find that all components for $e_1$ are either less than or equal to their counterparts for $e_2$, hence $e_1 \to e_2$. When we do the same for $e_3$ and $e_4$, we find that components 1 and 2 for $e_1$ are less than those for $e_2$, whereas component 3 is greater.

If $e_1 \to e_2$, those events must be replayed in order. Otherwise, the causality relation is violated because $e_1$ can no longer influence $e_2$. On the other hand, there are events that can be replayed in any order:

Definition 5.14 (Concurrency). Two events $e_1$ and $e_2$ are called concurrent and written $e_1 \parallel e_2$ if and only of neither $e_1 \to e_2$ nor $e_2 \to e_1$.

Lemma 5.7. The concurrency relation is reflexive and symmetric, but not transitive.

Proof. Since $e_1 \not\to e_1$, we have $e_1 \parallel e_1$. If $e_1 \parallel e_2$, we have neither $e_1 \to e_2$ nor $e_2 \to e_1$, which is equivalent to saying that neither $e_2 \to e_1$ nor $e_1 \to e_2$, hence $e_2 \parallel e_1$. Consider the events shown in Figure 5.20. Clearly, $e_1 \parallel e_3$ and $e_3 \parallel e_2$, but $e_1 \to e_2$, hence $\parallel$ cannot be transitive.

The fact that $\parallel$ is not transitive means that it is not possible simply to group all events into equivalence classes of simultaneous events that can in turn be replayed in any order. Fortunately, there are other ways to determine causality-preserving orders of events; see below.

Lamport and Mattern show how to compute $\to$ and $\parallel$ from traces efficiently. We just give a brief overview of the main results. Informally, every process maintains a time vector—a so-called Lamport clock—showing in its $k$-th component the number of the most recent event in process $k$ that could have influenced it; see Figure 5.21. We then have $e_1 \to e_2$ if $e_1$’s vector time is less than $e_2$’s, component by component.
Formally, if there are \( n \) processes, we assign a vector \( v = (v_1, \ldots, v_n) \) of integers to events in a process according to the following rules:

1. Initially, \( v_k \leftarrow 0 \) for all \( 1 \leq k \leq n \).
2. On an internal event, set \( v_k \leftarrow v_k + 1 \).
3. On sending a message \( m \), update the vector time as in step 2 and attach \( v \) to \( m \).
4. On receiving a message with attached vector \( v' \), increment \( v \) as in step 2 and then set \( v_k \leftarrow \max(v_k, v'_k) \) for all \( 1 \leq k \leq n \).

We can view vectors as being attached to events, but we can also view them as attached to processes and updated when events happen. This makes its implementation efficient.

We now define an ordering on time vectors and show how it relates to the causality relation.

**Definition 5.15.** Let \( v_1 \) and \( v_2 \) be two time vectors. We define

1. \( v_1 \preceq v_2 \) if and only if \( v_{1k} \leq v_{2k} \) for all \( 1 \leq k \leq n \);
2. \( v_1 < v_2 \) if and only if \( v_1 \preceq v_2 \) and \( v_1 \neq v_2 \); and
3. \( v_1 \parallel v_2 \) if neither \( v_1 \preceq v_2 \) nor \( v_2 \preceq v_1 \).

Time vectors are unique in the sense that every event has a time vector that never occurs again during the computation. This happens because process \( k \) always increments the \( k \)-th component of its time vector, hence time vectors in process \( k \) have a strictly monotonous \( k \) component. Therefore we are justified in equating events with their time vectors, and we write \( T(e) \) for th vector time associated with event \( e \). Now the connection between vector ordering and causality is simply this:

**Theorem 5.8 (Vector Time and Causality).** Let \( e_1 \) and \( e_2 \) be events.

1. \( e_1 \rightarrow e_2 \) if and only if \( T(e_1) < T(e_2) \).
2. \( e_1 \parallel e_2 \) if and only if \( T(e_1) \parallel T(e_2) \).

**Proof.** See the paper by Mattern and Schwarz [113]. The basic idea is that if \( e_1 \rightarrow e_2 \), the set of events that can causally influence \( e_1 \) must be a subset of the set of events that can causally influence \( e_2 \), hence \( T(e_1) < T(e_2) \). The same argument applies in the other order as well. The second property follows directly from the first and from the definition of \( \parallel \).

For example, consider events \( e_1 \) and \( e_2 \) in Figure 5.21. They have vector times \( t_1 = (2, 1, 0) \) and \( t_2 = (4, 2, 2) \), respectively. We have \( t_1 < t_2 \) by Definition 5.15 and indeed \( e_1 \rightarrow e_2 \). Consider on the other hand events \( e_3 \) and \( e_4 \) with vector times \( t_3 = () \) and \( t_4 = () \), respectively. Since \( t_{31} < t_{41} \) and \( t_{32} < t_{42} \), but \( t_{33} > t_{43} \), we have \( t_3 \parallel t_4 \) and hence \( e_3 \parallel e_4 \).

The relations \( \rightarrow \) and \( \parallel \) model concurrent causality.
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Computing the relations $\rightarrow$ and $\parallel$ during a distributed computation is possible with the algorithms given above, but it is also inefficient, since every message must be tagged with a vector of size $n$. There are ways to compress the time vectors, which are explained in Mattern and Schwarz’s paper [113], but we don’t need such methods, because we only need to compute the above relations from traces, that is, the computation occurs offline.

Computation of $\rightarrow$ and $\parallel$ is efficient.

5.6.5 Causality-Preserving Replay

If $e_1 \parallel e_2$, we can replay them in any order without violating the causality relation. Graphically, we may stretch and compress a process’s execution as long as send/receive event arrows still point to the right. If $e_1 \rightarrow e_2$ and if both events happen in different processes, there is at least one send/receive event pair in any event chain that connects the two. It should then suffice to replay send/receive event pairs in the correct order, since events inside a process will be replayed in the correct order anyway—the process will make the corresponding system calls in the correct order, because it is running the same program as during capturing.

Formally, assume we have managed to put system calls into the two categories “local event” and “send/receive event”, defined $< \circ$ on a trace, and computed $\rightarrow$. Then we can expect two distributed computations to yield the same result if events that affect others causally happen in the same order. The order of concurrent events does not matter.

Theorem 5.9 (Causality-Preserving Replay). Let $T = \langle S_1, \ldots, S_n \rangle$ be a capturing trace and let $T' = \langle S'_1, \ldots, S'_n \rangle$ be a trace. If the following conditions hold:

1. $T'$ is a permutation of $T$, that is, there exists a permutation $\pi$ of $\{1, \ldots, n\}$ such that $S_i = S'_{\pi(i)}$ for all $1 \leq i \leq n$; and

2. if $S_i \rightarrow S_k$, then $\pi(i) < \pi(k)$ for all $1 \leq i, k \leq n$,

then $S'_{\pi(i)} \rightarrow S'_{\pi(k)}$ only if $S_i \rightarrow S_k$ for all $1 \leq i, k \leq n$. In this case, we call $T'$ a causality-preserving replay of $T$.

Proof. Assume $S_i \rightarrow S_k$. It follows that $\pi(i) < \pi(k)$ and there exist events $S_i = S'_1 < \ldots < S'_n = S'_k$. We will prove the conclusion by induction on $n$. First consider the case $n = 2$. If both events $S_1$ and $S_2$ happen in the same process, then $S'_{\pi(1)}$ is a predecessor of $S'_{\pi(2)}$, hence $S'_{\pi(1)} \rightarrow S'_{\pi(2)}$. If both events happen in different processes, then $S_1$ is a send event and $S_2$ is its corresponding receive event. Since $\pi(1) < \pi(2)$, the send event $S'_{\pi(1)}$ happens before the receive event $S'_{\pi(2)}$, hence $S'_{\pi(1)} < S'_{\pi(2)}$, hence $S'_{\pi(1)} \rightarrow S'_{\pi(2)}$. Now assume $n > 2$ and that we have proved the assertion for $2, \ldots, n-1$. The same argument as above will establish that $S'_{\pi(n-1)} < S'_{\pi(n)}$. Since $S'_{\pi(1)} \rightarrow S'_{\pi(n-1)}$ by assumption, the conclusion follows.

In practice, this means that once we can compute $\rightarrow$ and $\parallel$ efficiently, we can decide when we need to delay the replay of a process’s system call and when we can let it go ahead. We can let a system call $e$ go ahead if it is a local event. If it is a send event, we block it until the corresponding receive event happens (because otherwise we wouldn’t know the correct return value: if the receive event never happens, we
need to return an error). If it is a receive event, we wait until the corresponding send event happens. If we know already that the corresponding send or receive events will never happen—for example, if the sending or receiving process is not being replayed—we return an error.

Efficient consistent replay of concurrent systems is possible.

5.7 Lessons Learned

That men do not learn very much from the lessons of history is the most important of all the lessons of history.
—Aldous Huxley

In this section, I want to review some of the issues that were impressed on me while preparing the implementation outlined above. Some of these issues have already been noted by other authors; in this case, they are another data point in support of their theses. Other issues seem to be new, or at least little-known; in these cases, this discussion could help future authors of capture-replay systems.

5.7.1 State Changes

A number of state changes must be correctly tracked so that replay can happen faithfully. If any of those are not correctly tracked, replay may fail. The problem with these state changes is that they are not systematic, but are instead the result of Linux’s evolution. That means that there is no recipe that will make replay work if consistently applied, but rather need to be dealt with on a case-by-case basis. This section lists some of the more unusual state changes whose implementation in replay tended to get postponed until needed, but which needed to be implemented anyway.

File Descriptors. File descriptors need to be tracked because some of them are going to be replayed by a database lookup, while others need to be executed by the operating system. That means that the file descriptor numbers within the application are not necessarily the same as the ones in the operating system: the replay daemon will have to map between them. Furthermore, the replay daemon cannot afford to be left in the dark about any change in any file descriptor because otherwise the mapping might no longer be correct.

File descriptors are created by a number of calls. Most familiar are open, socket, and accept. Less familiar is pipe, which needs to be replayed for the Apache attack. File descriptors are shared after fork, hence when a process forks, the child must also inherit the file descriptor mapping.

File descriptors are closed with close. They are also closed implicitly when the process exits, but that is irrelevant for replay purposes since a process that has exited cannot issue any more system calls. However, some file descriptors are closed on execve; this can happen when a process issues a fcntl syscall with a SO_CLOEXEC argument.

Processes. Process identifiers need to be tracked for two reasons:
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• During delta debugging, we will change the set of active processes, so the process identifiers that are issued by the operating system will change from replay to replay; yet, we will want the replayed processes to have the same view as during capturing.

• We will not in general be able to guarantee that the operating system issues process IDs in the same sequence as during capturing. For example, we might debug the replay daemon, forking processes as we go.

Processes are created by fork, as everyone knows. However, processes are not deleted by exit, but rather by wait, which may come as a surprise to some. True, all the process’s resources (file descriptors, memory, etc.) have been recycled at the time the wait succeeds, but the process ID is still in use.

5.7.2 State Mappings

As we have seen in Section 5.2.4, we need to track changes to certain operating system objects in order to be able to map object identifiers such as file descriptors or process identifiers between between the application, the operating system, and the replay daemon. The most general mapping is that of file descriptors, which need to be mapped two ways: between the application and the replay daemon, and between the application and the operating system. (Process IDs also need to be mapped these two ways, but the mappings are identical.) Tracking these mappings accurately is important for accurate replay. If there is a mistake, the application could for example reference files that no longer exist from the operating system’s point of view.

Unfortunately, mistakes are easy to make. In one particular instance, the symptom was that the replayed attack on Apache hung reading from a file descriptor. After several weeks (sic!) of debugging, it finally turned out that I had forgotten to register the first file descriptor that came out of a pipe call. This had the effect that the replay daemon instructed Solipsy to let the operating system execute a read call on that file descriptor, but to pre-empt the corresponding write operation, which was executed from the database. This resulted in a blocking read operation, which caused one Apache worker to hang; see Figure 5.22.

5.7.3 Why Is Replay So Hard To get Right?

It would be nice to be able to say that I have found a kind of unified theory of system calls, and that I have applied that theory to the replay process in order to be able to say that mistakes like these are no longer possible, but unfortunately, this is not so. These are the reasons, as I see them:

Idiosyncrasy. Linux shapes its services not according to any abstract orthogonal service matrix with nice theoretical properties, but according to the needs of real programmers with real problems. In this, Linux is similar to other Unices and to Windows. That means in practice that system calls may behave idiosyncratically and that this idiosyncrasy must be faithfully tracked by the replay daemon. This amounts to a partial reimplementation of operating system semantics; if this reimplementation is incomplete or buggy, replaying a process might fail or give incorrect results. This said, some idiosyncrasies are more the result of bad design rather than inevitable quirks of difficult-to-implement programmer requirements.
Figure 5.22: The “Pipe Bug” that caused the replay of the Apache attack to hang.

The most appalling example of this is `ioctl`. This system call is just a catch-all entry point for device drivers to access driver-specific functionality. Since the arguments to `ioctl` are untyped and driver-specific, it is impossible to write code a priori that captures all past and future `ioctl` calls. Hence, it is also impossible to replay in general. If it turns out that attacks use certain `ioctl` calls, they must be explicitly programmed into Solipsy.

These comments apply to a lesser degree to all system calls which have a “command” argument, and, depending on the specific value of the command, “argument” arguments. These calls must make their own command demultiplexing, and they must also extract the correct arguments from the stack, for which they cannot use `va_arg`. One such example is `fcntl`, which has as its third argument either a long integer or a pointer to a `struct flock`. Another, more egregious example is `socketcall`, which is, to my knowledge, unique to Linux. This “system call” collects all socket-related calls under one name. This would be justifiable if the calls shared code, but all that `socketcall` does is demultiplex according to the “command” argument.

Perl Syndrome. The Perl motto is, “There is more than one way to do it” [148], and it applies equally well to Linux and other operating systems with Posix-conformant APIs, such as Solaris or Microsoft Windows. In practice this means that there are often two or more system calls that accomplish essentially the same result. One example is the `wait` family of calls, consisting of `wait`, `waitpid`, `wait3`, and `wait4`; see Table 5.9. The most general of these calls is `wait4`. All others could be implemented within the C library in terms of `wait4`. This would still have been Posix-conformant because Posix only describes C bindings for system calls, not the low-level system call interfaces. Still, these calls are all present. Miss replaying any of them and your process might not replay correctly.

The situation is even more grave for `dup` and friends; see Table 5.10. Here there
are three different ways of duplicating a file descriptor, and none can be said to subsume all the others. First, there is \textit{dup}, which allocates the lowest free file descriptor and makes it synonymous to its argument. Then there is \textit{dup2}, which forces the second argument to be an alias for the first, and then there is \textit{fcntl} (or \textit{fcntl64}) with a command argument of \texttt{F\_DUPFD}, which finds the lowest free file descriptor greater than or equal to its third argument and makes it an alias for the first argument. While it is easy to find \textit{dup2} given \textit{dup}, it is quite difficult to divine the existence of a \textit{fcntl} command that also duplicates a file descriptor. This was the source of another hard-to-find replay bug.

Also interesting is the case of \textit{sleep} or \textit{nanosleep} versus \textit{select}. Apparently, it is quite common to use \textit{select} as a substitute for \textit{sleep}. The manual page even says,

"Some code calls \textit{select} with all three sets empty, \emph{n} zero, and a non-null timeout as a fairly portable way to sleep with subsecond precision."

Apparently, \textit{Apache} falls into that category. While it isn’t strictly necessary to replay \textit{sleep} calls, it does speed up the replay process, because the sleeping can just be skipped. Also, it is somewhat annoying if you think that you have covered all your bases and then to realize that you missed one.

Another pitfall is that \textit{close} is not the only way to close a file. It could also be that a file descriptor has the close-on-exec flag set by a \textit{fcntl} call and subsequently, \textit{execve} was called. If this state change is not correctly tracked, then the application
and the operating system could have much different ideas about how many files are kept open by the application.

**It’s Too Big.** Rob Pike argues that

“[Systems Software Research contains] too much phenomenology: invention has been replaced by observation. Today we see papers comparing interrupt latency on Linux vs. Windows. They may be interesting, they may even be relevant, but they aren’t research. […]

With so many external constraints, and so many things already done, much of the interesting work requires effort on a large scale. Many personyears are required to write a modern, realistic system. That is beyond the scope of most university departments.

Also, the time scale is long: from design to final version can be five years. Again, that’s beyond the scope of most grad students.

This means that industry tends to do the big, defining projects—operating systems, infrastructure, etc.—and small research groups must find smaller things to work on.

Three trends result:

1. Don’t build, measure. (Phenomenology, not new things.)
2. Don’t go for breadth, go for depth. (Microspecialization, not systems work.)
3. Take an existing thing and tweak it.” [133].

Designing, implementing and testing Solipsy and Malfor took just about twenty months. During these twenty months, a single publishable paper emerged. Had it not been for the encouragement given to me by my advisor, the work would have been abandoned after about one year, and the effort would have been wasted. The scope of the undertaking was the biggest single miscalculation I made; I had assumed that after capturing worked, replaying would only be a small additional effort. But in fact, capturing is easy, because it is passive. The more difficult thing is replay, because it must actively sit between a process and the operating system, providing a consistent picture to both.

### 5.7.4 Solutions

What solutions are there that would make replaying easier?

**More Regular System Calls.** The existence of system calls like `fcntl`, where the meaning and type of the third argument is dependent on the value of the second was perhaps justifiable thirty years ago; today, these calls only complicate things needlessly. For example, one variation of `fcntl` has as its third argument a pointer, in another variant, the third argument is a long integer. On a 64-bit system, a C compiler would be free to implement the long integer as a 32-bit value, but the pointer would have to be 64 bits long. In this case, the system call proper (in the kernel) needs an interface that is different from the C binding, which makes maintenance worse than it already is.

Needless to say, a system call with anything-goes semantics like `ioctl` should be replaced by better mechanisms, perhaps taken from the design of microkernels.
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No Redundant System Calls. Who says that the system call interface needs to be close to the (standards-prescribed) C binding? It is entirely possible to use a clean, orthogonal system call interface below the untidy but necessary C binding.

It would certainly help if there were only one system call per function. It would suffice if there were one call that implemented wait4. Likewise, it is easy to imagine a super_dup syscall that handled all variations on duplicating file descriptors. It would not be necessary to forgo the variety that the current API offers; this variety could just as easily be handled inside the C library, just like several varieties of exec are expressed as variations of execve.

Still, some duplication will be unavoidable. For example, it is difficult to see how select should be implemented so that it can not function as a substitute for sleep under certain circumstances. The implementation will at least become more complicated. But it is still a good idea to reduce the amount of redundancy to the absolute minimum, not just for the sake of simplifying replay, but for ease of maintenance, too.

Designing the Kernel With an Eye to Replay. There should be a regular and approved method of changing kernel functionality in a well-defined way for authorized modules. For example, the kernel could provide hooks at crucial points during system call execution, or when other decisions are made that affect (or could affect) replay, such as signal delivery or scheduling.
Chapter 6

Forecasting Vulnerable Components

Early morning: low cloud and westerly winds;
Later: clear skies over the Channel and later over the Normandy beaches
—Weather forecast for June 6, 1944

In the previous chapters, we have seen how to analyze break-ins after they have happened. The key was to isolate the intrusion-causing circumstances through minimization. In this chapter, we will use entirely different techniques to find vulnerabilities before they are deployed to be exploited. Whereas minimization was an experimental technique—it designed, carried out and evaluated the impact of changes to a process's operating environment—this technique is empirical—relying on observation, without actively changing anything.

This chapter first introduces a method to assign source code components to bug reports. It then presents evidence that vulnerabilities are correlated with certain features of the program text, notably import statements and function calls. Next, we use that correlation to forecast places in the program text that may contain unknown vulnerabilities.

Some of the work that is presented in this chapter was done by Christian Holler in his Bachelor Thesis [79]. The results of this chapter have also been published [126].

6.1 Introduction

Many software security problems are instances of general patterns, such as buffer overflow or format string vulnerabilities. Another general pattern is the time-of-check/time-of-use vulnerability in which security decisions are made before the affected objects are used. Such vulnerabilities usually occur in far-apart places in program code, which illustrates that such patterns need not be local.

Some problems, though, are specific to a single project or problem domain: JavaScript programs escaping their jails are a problem only in web browsers, as is cross-site scripting; SQL insertion makes sense only in database-using web applications; and so on. To improve the security of software, we must therefore not only
look for general problem patterns, but also learn specific patterns that apply only to the software at hand.

Modern software development usually does a good job in tracking past vulnerabilities. The Mozilla project, for instance, maintains a vulnerability database which records all incidents, together with bug identification numbers. However, these databases do not tell how these vulnerabilities are distributed across the Mozilla codebase. Our Vulture tool automatically mines a vulnerability database and associates the reports with the change history to map vulnerabilities to individual components; see Figure 6.1.

One of Vulture’s results is a distribution of vulnerabilities across the entire codebase. Figure 6.2 shows this distribution for Mozilla: the darker a component, the more vulnerabilities were fixed in the past. What is immediately apparent is that the distribution is very uneven: Only 4% of the 10,452 components were involved in security fixes. This raises questions such as “Are there specific code patterns that occur only in vulnerable components?”, or “Why do vulnerable components often occur in clusters?”

In our investigation, we were not able to determine code features (such as, say, code complexity or any other code metric, or buffer usage) that would correlate with the number of vulnerabilities. What we found, though, was that vulnerable components shared similar sets of imports and function calls. In the case of Mozilla, for instance, we found that of the 14 components importing nsNodeUtils.h, 13 components (93%) had to be patched because of security leaks. The situation is even worse for those 15 components that import nsIContent.h, nsIInterfaceRequestorUtils.h and nsContentUtils.h together—they all had vulnerabilities. This observation can be used to automatically predict whether a new component will be vulnerable or not: “Tell me what you import, and I’ll tell you how vulnerable you are.”
Figure 6.2: Distribution of vulnerabilities within Mozilla’s codebase. A component’s area is proportional to its size; its shade of gray is proportional to its number of vulnerabilities. A white box means no vulnerabilities, as is the case for 96% of the components.

6.2 Components and Vulnerabilities

6.2.1 Components

For our purposes, a component is an entity in a software project that can have vulnerabilities. For Java, components would be .java files because they contain both the definition and the implementation of classes. In C++, and to a lesser extent in C, however, the implementation of a component is usually separated from its interface: a class is declared in a header file, and its implementation is contained in a source file. A vulnerability that is reported only for one file of a two-file component is nevertheless a vulnerability of the entire component. For this reason, we will combine equally-named pairs of header and source files into one component.

In C, it is often the case that libraries are built around abstractions that are different from classes. The usual case is that there is one header file that declares a number of structures and functions that operate on them, and several files that contain those functions’ implementations. Without a working build environment, it is impossible to tell which source files implement the concepts of which header file. Since we want to apply Vulture to projects where we do not have a working build environment—for example because we want to analyze old versions that we cannot build anymore due to missing third-party software—, we simply treat files which have no equally-named
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counterpart as components containing just that file. We will subsequently refer to components without any filename extensions.

Of course, some components may naturally be self-contained. For example, a component may consist only of a header file that includes all the necessary implementation as inline functions there. Templates must be defined in header files. A component may also not have a header file. For example, the file containing a program’s main function will usually not have an associated header file. These components then consist of only one file.

6.2.2 Mapping Vulnerabilities to Components

A vulnerability is a defect in one or more components that manifests itself as some violation of a security policy. Vulnerabilities are announced in security advisories that provide users workarounds or pointers to fixed versions and help them avoid security problems. In the case of Mozilla, advisories also refer to a bug report in the Bugzilla database. We use this information, to map vulnerabilities to components through the fixes that remove the defect.

First we retrieve all advisories from the Web to collect vulnerabilities. In case of Mozilla, this is a web page entitled “Known Vulnerabilities in Mozilla Products”, www.mozilla.org/projects/security/known-vulnerabilities.html. We then search for references to the Bugzilla database that typically take the form of links to its web interface:

https://bugzilla.mozilla.org/show_bug.cgi?id=362213

The number at the end of this URL is the bug identifier of the defect that caused the vulnerability. We collect all bug identifiers and use them to identify the corresponding fixes in the version archive. In version archives every change is annotated with a message that describes the reason for that change. In order to identify the fixes for a particular defect, say 362213, we search these messages for bug identifiers such as “362213”, “Bug #362213”, and “fix 362213” (see also Figure 6.3). This approach is described in detail by Šliwerski et al. [150] and extends the approaches introduced by Fischer et al. [62] and by Čubranić et al. [45].

Once we have identified the fixes of vulnerabilities, we can easily map the names of the corrected files to components. Note that a security advisory can contain several references to defects, and a defect can be fixed in several files.

It is important to note that we do not analyze binary patches to programs, but source code repository commits. Binary patches usually address other bugs as well, or contain functionality enhancements, whereas commits are very specific, fixing only one vulnerability at a time. This is why we can determine the affected components with confidence.

6.2.3 Vulnerable Components in Mozilla

Mozilla as of 4 January 2007 contains 1,799 directories and 13,111 C/C++ files which are combined into 10,452 components. There were 134 vulnerability advisories, pointing to 302 bug reports. Of all 10,452 components, only 424 or 4.05% were vulnerable.

Security vulnerabilities in Mozilla are announced through Mozilla Foundation Security Advisories (MFSAs) since January 2005 and are available through the Mozilla
6.2. COMPONENTS AND VULNERABILITIES

Figure 6.3: Mapping Mozilla vulnerabilities to changes. We extract bug identifiers from security advisories, search for the fix in the version archive, and from the corrected files, we infer the component(s) affected by the vulnerability.

Figure 6.4: Distribution of Mozilla Foundation Security Advisories (MFSAs). The y axis is logarithmic.

Foundation’s web site [118]. These advisories describe the vulnerability and give assorted information, such as Bugzilla bug identification numbers. Of all 302 vulnerability-related bug reports, 280 or 92.7% could be assigned to components using the techniques described above.

Some bug reports in Bugzilla [117] are not accessible without an authenticated account. We suppose that these reports concern vulnerabilities that have high impact but that are not yet fixed, either in Mozilla itself or in other software that uses the Mozilla codebase. In many cases, we were still able to assign bug reports to files automatically because the CVS log message contained the bug report number. By looking at the diffs, it would therefore have been possible to derive what the vulnerability was. Denying access to these bug reports is thus largely ineffectual and might even serve to alert blackhats to potential high-value targets.

If a component has a vulnerability-related bug report associated with it, we call it vulnerable. In contrast to a vulnerable component, a neutral component has had no vulnerability-related bug reports associated with it so far.

The distribution of the number of MFSAs can be seen in Figure 6.4. There were twice as many components with one MFWA (292) than all components with two or
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Table 6.1: The top ten most vulnerable components in Mozilla, sorted by associated MFSAs and bug reports (BRs). Components with equal numbers of MFSAs get an averaged rank.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Component</th>
<th>Directory</th>
<th>MFSAs</th>
<th>BRs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>nsGlobalWindow</td>
<td>dom/src/base</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>jsobj</td>
<td>js/src</td>
<td>13</td>
<td>24</td>
</tr>
<tr>
<td>3.5</td>
<td>jsfun</td>
<td>js/src</td>
<td>11</td>
<td>15</td>
</tr>
<tr>
<td>3.5</td>
<td>nsScriptSecurityManager</td>
<td>caps/src</td>
<td>11</td>
<td>15</td>
</tr>
<tr>
<td>5</td>
<td>jscript</td>
<td>js/src</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>nsDOMClassInfo</td>
<td>dom/src/base</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>nsDocShell</td>
<td>docshell/base</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>8</td>
<td>jsiinterp</td>
<td>js/src</td>
<td>8</td>
<td>14</td>
</tr>
<tr>
<td>9</td>
<td>nsGenericElement</td>
<td>content/base/src</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>nsCSSFrameConstructor</td>
<td>layout/base</td>
<td>6</td>
<td>17</td>
</tr>
</tbody>
</table>

more MFSAs combined (132).

One consequence of this empirical observation is that the number of past vulnerability reports is not a good predictor for future reports, because it would miss all the components that have only one report.

As for using other metrics such as lines of code and so on to predict vulnerabilities, studies by Nagappan et al. have shown that there is no single metric that correlates with failures across all considered projects [120].

The top ten most vulnerable components in Mozilla are listed in Table 6.1. The four most vulnerable components all deal with scripting in its various forms:

1. **nsGlobalWindow**, with fixes for 14 MFSAs and 14 bug reports, has, among others, a method to set the status bar, which can be called from JavaScript and which will forward the call to the browser chrome.

2. **jsobj** (13 MFSAs; 24 bug reports) contains support for JavaScript objects.

3. **jsfun** (11 MFSAs; 15 bug reports) implements support for JavaScript functions.

4. **nsScriptSecurityManager** (11 MFSAs; 15 bug reports) implements access controls for JavaScript programs.

In the past, JavaScript programs have shown an uncanny ability to break out of their jails, which manifests as a high number of security-related changes to these components.

6.3 How Imports and Function Calls Matter

As discussed in Section 6.2.3, we found that several components related to scripting rank among the most vulnerable components. How does a concept like scripting manifest itself in the components’ code?

Our central assumption in this work is that what a component does is characterized by its *imports and function calls*. A class that implements some form of content—anything that can be in a document’s content model—will import *nsIContent.h* and calls functions defined in that header; a class that implements some part
of the Document Object Model (DOM) will likely import definitions from and call functions defined in \texttt{nsDOMError.h}. And components associated with scripting are characterized by the import of \texttt{nsIScriptGlobalObject.h}.

In a strictly layered software system, a component that is located at layer \( k \) would import only from components at layer \( k + 1 \); its imports would pinpoint the layer at which the component resides. In more typical object-oriented systems, components will not be organized in layers; still, its imports will include those components whose services it uses and those interfaces that it implements.

If an interface or component is specified in an insecure way, or specified in a manner that is difficult to use securely, then we would expect many components that use or implement that interface or component to be vulnerable. In other words, we assume that it is a component’s domain, as given by the services it uses and implements, that determine whether a component is likely to be vulnerable or not.

From now on, we will use the term “features” to mean “imports and function calls”. It is of course possible to select other feature sets, such as keywords, authors, time of last change and so on. These may make good candidates for future work. When we want to differentiate between our choice of features and other possible choices, we will revert to calling them “imports and function calls”.

How do features correlate with vulnerabilities? For this, we first need a clear understanding of what constitutes an import or a function call and what it means for a set of features to correlate with vulnerability.

### 6.3.1 Imports

\( C \) and \( C++ \), a component’s imports are those files that it references through \texttt{#include} preprocessor directives. For Java projects, a component’s imports would be referenced by \texttt{import} statements. Component extraction in Java is also much easier than for \( C \) and \( C++ \) since Java does not distinguish between the definition and implementation of a class and because everything has to be encapsulated in classes.

\( C \) and \( C++ \) imports are handled by the preprocessor and come in three flavors:

- \texttt{#include <name>} This variant is used to import standard system headers.
- \texttt{#include "name"} This variant is used to import header files within the current project.
- \texttt{#include NAME} This variant is a so-called computed include. Here, \texttt{NAME} is treated as a preprocessor symbol. When it is finally expanded, it must resolve to one of the two forms mentioned above.

The computation of imports for \( C \) and \( C++ \) is difficult because the exact semantics of the first two variants are implementation-dependent, usually influenced by compile-time switches and macro values. That means that it is not possible to determine exactly what is imported without a working build environment. We adopted the following heuristics:

- We treat every occurrence of \texttt{#include} as an import, even though it may not be encountered in specific compile-time configurations—for example because of conditional compilation. The reason is that we want to obtain all possible import relations, not just the ones that are specific to a particular platform.
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```c
#ifdef XP_OS2
  if (DosCreatePipe(&pipefd[0], &pipefd[1], 4096) != 0) {
#endif
  if (pipe(pipefd) == -1) {
#endif
    fprintf(stderr, "cannot create pipe: %d\n", errno);
    exit(1);
  }
```

Figure 6.5: Extract from nsprpub/pr/tests/sigpipe.c, lines 85ff. Parsing C and C++ is generally only possible after preprocessing: attempting to parse these lines without preprocessing results in a syntax error.

- For `<...>`-style includes, we assume that the name inside the angle brackets is not under the project’s root directory. That means even if the compile-time switches are set so that, say, `#include <util.h>` is resolved to `src/util/util.h`, we will treat it as a reference to an external include file, different from `src/util/util.h`. It also means that if compile-time switches make `<util.h>` and `<util/util.h>` refer to the same file, we will treat them as two different imports.

- For `"..."`-style includes, we assume that the name inside the double quotes is under the project root, even if compile-time switches might make them refer to different files, as above. If an include references "util.h", but if there is no file called `util.h` under the project root, it is treated as a reference to an external include. If there are two or more files named `util.h`, the include will be treated as importing a “meta-include”, consisting conceptionally of all like-named files. There are some additional disambiguation heuristics in place, and Vulture does its best to find out the target of an include directive. For example, when a file includes "util/util.h", and there is more than one file named `util.h`, but only one is in a subdirectory called `util`. However, describing all of them would be tedious.

- Implementing the computed include would require a full preprocessor pass over the source file. This in turn would require us to have a fully compilable (or at least preprocessable) version of the project. Fortunately, this use of the include directive is very rare, so we chose to ignore it.

6.3.2 Function Calls

In C and C++, a function call is an expression that could cause the control flow to be transferred to a function when it is executed. A function call is characterized by the name of the function and a parenthesized list of arguments.

Statically extracting function calls from unpreprocessed C or C++ source code is difficult. Even a full parser cannot resolve dynamic dispatch. Parsing with type information would require compilable source code, and even in the absence of dynamic dispatch there are syntax errors caused by some preprocessor statements; see Figure 6.5. As a consequence, we simply treat all occurrences of `identifier (…)` and `identifier<…>(…)` as function calls.

---

This cautious phrasing is necessary because of the possibility of inlining.
Keywords are excluded so that if or while statements are not erroneously classified as function calls. Also, to match only function calls and not function definitions, these patterns must not be followed by an opening curly bracket. But even with these restrictions, there are many other constructs which match these patterns, such as constructors, macros, forward declarations, member function declarations, initialization lists, and C++ functional-style type casts.

Some of these, like constructors and macros, are very similar to function calls and hence are actually desired. The false classifications of forward declarations, member function declarations, initialization lists, and type casts do not seem to affect our results.

In contrast to these undesirable positive classifications, there are also function calls that are not caught by our heuristic, such as function calls using function pointers or overloaded operators. A simple parser without preprocessing will generally not be able to do type checking, and will therefore not be able to correctly classify such calls. However, we believe that this is a rather uncommon practice in C++, especially in bigger projects such as Mozilla because such dynamic calls are more effectively employed through virtual functions. Hence, we ignore this category of call.

6.3.3 Mapping Vulnerabilities to Features

In order to find out which feature combinations are most correlated with vulnerabilities, we use frequent pattern mining [6, 107].

The result of frequent pattern mining is a list of feature sets that frequently occur in vulnerable components. To judge whether these features are significant, we apply the following criteria:

**Minimum Support.** The pattern must appear in at least 3% of all vulnerable components. (In other words, it must have a minimum support count of 3% of 424, or 13). For function calls, this threshold is raised to 10%, or 42, because otherwise, frequent pattern mining simply takes too long.

**Significance.** We want to make sure that we only include patterns that are more meaningful than their sub-patterns. For this, we test whether the entire pattern is more specific for vulnerabilities than its sub-patterns. Let $I$ be a set of includes that has passed the minimum-support test. Then for each proper subset $J \subset I$, we look at all files that feature $I$ and at all files that feature $I - J$. We then classify those files into vulnerable and neutral files and then use the resulting contingency table to compute whether additionally featuring $J$ significantly increases the chance of vulnerability. We reject all patterns where we cannot reject the corresponding hypothesis at the 1% level. (In other words, it must be highly unlikely that including $J$ in addition to $I - J$ is independent from vulnerability.) For this, we use $\chi^2$ tests if the entries in the corresponding contingency table are all at least 5, and Fischer exact tests if at least one entry is 4 or less.

For patterns that survive these tests, the probability of it occurring in a vulnerable component is much higher than for its subsets. This is the case even though the conditional probability of having a vulnerability when including these particular includes may be small.
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P(V|I) V ∧ I !V ∧ I Includes

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>13</td>
<td>0</td>
<td>nsIContent.h · nsIInterfaceRequestorUtils · nsContentUtils.h</td>
</tr>
<tr>
<td>1.00</td>
<td>14</td>
<td>0</td>
<td>nsScriptGlobalObject.h · nsDOMCID.h</td>
</tr>
<tr>
<td>1.00</td>
<td>19</td>
<td>0</td>
<td>nsEventListerManager.h · nsIProxyShell.h</td>
</tr>
<tr>
<td>1.00</td>
<td>13</td>
<td>0</td>
<td>nsSupportsPrimitives.h · nsContentUtils.h</td>
</tr>
<tr>
<td>1.00</td>
<td>19</td>
<td>0</td>
<td>nsRunnableUtilities.h · nsPrivateDOMEvent.h</td>
</tr>
<tr>
<td>1.00</td>
<td>15</td>
<td>0</td>
<td>nsScriptGlobalObject.h · nsDOMError.h</td>
</tr>
<tr>
<td>0.97</td>
<td>34</td>
<td>1</td>
<td>nsCOMPtr · nsEventDispatcher.h</td>
</tr>
<tr>
<td>0.97</td>
<td>29</td>
<td>1</td>
<td>nsRunnableUtilities.h · nsGUIEvent.h</td>
</tr>
<tr>
<td>0.96</td>
<td>22</td>
<td>1</td>
<td>nsIScriptSecurityManager.h · nsIContent.h · nsContentUtils.h</td>
</tr>
<tr>
<td>0.95</td>
<td>18</td>
<td>1</td>
<td>nsWidgetsCID.h · nsContentUtils.h</td>
</tr>
</tbody>
</table>

Table 6.2: Include patterns most associated with vulnerability. The column labeled “Includes” contains the include pattern; the column labeled P(V|I) contains the conditional probability that a component is vulnerable (V) if it includes the pattern (I). The columns labeled V ∧ I and !V ∧ I give the absolute numbers of components that are vulnerable and include the set, and of components that are not vulnerable, but still include the set.

6.3.4 Features in Mozilla

Again, we applied the above techniques to the Mozilla base. In Mozilla, Vulture found 79,494 import relations of the form “component x imports import y”, and 9,481 distinct imports. Finding imports is very fast: a simple Perl script goes through the 13,111 C/C++ files in about thirty seconds. We also found 324,822 function call relations of the form “component x calls function y”, and 93,265 distinct function names. Finding function calls is not as fast as finding imports: the script needs about 8 minutes to go through the entire Mozilla codebase.

Frequent pattern mining, followed by weeding out insignificant patterns yields 576 include patterns and 2,470 function call patterns. The top ten patterns are shown in Table 6.2. Going through all 576 include patterns additionally reveals that some includes occur often in patterns, but not alone. For example, nsIDocument.h appears in 45 patterns, but never appears alone. Components that often appear together with nsIDocument.h come from directories layout/base or content/base/public, just like nsIDocument itself.

The table reveals that it implementing or using nsIContent.h together with nsIInterfaceRequestorUtils and nsContentUtils.h correlated with vulnerability in the past. Typical components that imports these are nsJSEnvironment or nsHTMLContentSink. The first is again concerned with JavaScript, which we already know to be risky. The second has had a problems with a crash involving DHTML that apparently caused memory corruption that could have led to arbitrary code execution (MFSA 2006-64).

Looking at Table 6.2, we see that of the 35 components importing nsIScriptSecurityManager.h, nsIContent.h, and nsContentUtils.h, 34 are vulnerable, while only one is not. This may mean one of two things: either the component is invulnerable or the vulnerability just has not been found yet. At the present time, we are unable to tell which is true. However, the component in question is nsObjectLoadingContent. It is a base class that implements a content loading interface and that can be used by content nodes that provide functionality for loading content such as images.
or applets. It certainly cannot be ruled out that the component has an unknown vulnerability.

6.4 Predicting Vulnerabilities From Features

In order to predict vulnerabilities from features, we need a data structure that captures all of the important information about components and features (such as which component has which features) and vulnerabilities (such as which component has how many vulnerabilities), but abstracts away information that we consider unimportant (such as the component’s name). In Figure 6.6, we describe our choice: if there are \( m \) components and \( n \) features, we write each component as a \( n \)-vector of features:

\[
x_k = (x_{k1}, \ldots, x_{kn}),
\]

where for \( 1 \leq k \leq m \) and \( 1 \leq j \leq n \),

\[
x_{kj} = \begin{cases} 
1 & \text{if component } i \text{ features feature } j, \\
0 & \text{otherwise.}
\end{cases}
\]

We combine all components into \( X = (x_1, \ldots, x_m)' \), the project’s feature matrix. Entities that cannot have imports or function calls, such as documentation files, are ignored.

In addition to the feature matrix, we also have the vulnerability vector \( v = (v_1, \ldots, v_m) \), where \( v_j \) is the number of vulnerability-related bug reports associated with component \( j \).

Now assume that we get a new component, \( x_{m+1} \). Our question, “How vulnerable is component \( m+1 \)” is now equivalent to asking for the rank of \( v_{m+1} \) among the values of \( v \), given \( x_{m+1} \); and our other question, “Is component \( m+1 \) vulnerable?” is now equivalent to asking whether \( v_{m+1} > 0 \).

As we have seen in the preceding sections, features are correlated with vulnerabilities. How can we use this information to answer the above questions? Both questions can be posed as machine-learning problems. In machine learning, a parameterized function \( f \), called a model, is trained using training data \( X \) and \( y \), so that we predict \( \hat{y} = f(X) \). The parameters of \( f \) are usually chosen such that the error, that is, the difference between \( y \) and \( \hat{y} \), is minimized. The question, “Is this component vulnerable?” is called classification (because it classifies components as vulnerable or not vulnerable), and “Is this component more or less vulnerable than another component?” can be answered with regression: by predicting the number of vulnerabilities and then ranking the components accordingly.

In our case, \( X \) would be the project’s feature matrix, and \( y \) would be the vulnerability vector \( v \). If we now train a model and feed it with a new component \( x' \) and if it classifies it as vulnerable, this means that this component has features that were associated with vulnerabilities in other components.

6.4.1 Validation Setup

To test how good features work as predictors for vulnerabilities, we simply split our feature matrix to train and to assess the model. For this purpose, we randomly select a number of rows from \( X \) and the corresponding elements from \( v \)—collectively called the training set—and use this data to train \( f \). Then we use the left-over rows from \( X \) and elements from \( v \)—the validation set—to predict whether the corresponding components are vulnerable and to compare the computed prediction with what we
already know from the bug database. It is usually recommended that the training set be twice as large as the validation set, and we are following that recommendation. We are not using a dedicated test set because we will not be selecting a single model, but will instead be looking at the statistical properties of many models and will thus not tend to underestimate the test error of any single model [73, Chapter 7].

One caveat is that the training and validation sets might not contain vulnerable and neutral components in the right proportions. This can happen when there are so few vulnerable components that pure random splitting would produce a great variance in the number of vulnerable components in different splits. We solved this problem by stratified sampling, which samples vulnerable and neutral components separately.

### 6.4.2 Evaluating Classification

For classification, we can now compare the predicted values \( \hat{v} \) with the actual values \( v \) and count how many times our prediction was correct. This gives rise to the measures of precision and recall, as shown in Figure 6.7:

- The precision measures how many of the components predicted as vulnerable actually have shown to be vulnerable. A high precision means a low number of false positives; for our purposes, the predictor is efficient.

- The recall measures how many of the vulnerable components are actually predicted as such. A high recall means a low number of false negatives; for our purposes, the predictor is effective.

Achieving a maximum precision is easy—just predict zero components to be vulnerable. This implies maximum efficiency, but also a minimum recall. Likewise,
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achieving a maximum recall can be done by predicting all components to be vulnerable, which is effective, but not efficient, as the precision is low. The key is therefore in achieving a balance between precision and recall, or between efficiency and effectiveness.

In order to assess the quality of our predictions, consider a simple cost model. Assume that we have a “testing budget” of $T$ units. Each component out of $m$ total components is either vulnerable or not vulnerable, but up front we do not know which is which. Let us say there are $V$ vulnerabilities distributed arbitrarily among the $m$ components and that if we spend 1 unit on a component, we determine for sure whether the component is vulnerable or not. In a typical software project, $V$ would be much less than $m$.

If we fix $T$, $m$, and $V$, and if we have no other information about the components, the optimal strategy for assigning units to components is simply to choose components at random. In this case, the expected return on investment would be $T v / m$: we test $T$ components at random, and the fraction of vulnerable components is $V / m$.

Now assume that we have a predictive method with precision $p$ and that we spend our $T$ units only on components that have been flagged as vulnerable by the method. In this case, the expected return on investment is $T p$ because the fraction of vulnerable components among the flagged components is $p$. If $p > V / m$, the predictive method does better than random assignment. In practice, we estimate $V$ by the number of components already known to have vulnerabilities, $V'$, so we will want $p$ to be much larger than $V' / m$:

$$\text{We want } p \gg V' / m. \quad (6.1)$$

6.4.3 Evaluating Ranking

When we use a regression model, we predict the number of vulnerabilities in a component. One standard action based on this prediction would be allocating quality assurance efforts: As a manager, we would spend most resources (such as testing, reviewing, etc.) on those components which are the most likely to be vulnerable. To assess the quality of the prediction, we thus want to know whether the ranks of the predicted and actual values correlate—in other words, we check whether the allocation of quality assurance efforts would be effective.
To measure the quality of our rank prediction, we took the actual top 1% components and computed their predicted ranks; see Figure 6.8. We then used Spearman’s rank correlation coefficient to measure the rank correlation. This is a real number between $-1$ and $+1$, where $+1$ means that the ranks agree perfectly, zero means that there is no correlation and $-1$ means that the ranks are in reverse order; see Figure 6.9.

The rank correlation coefficient is however not the only measure of ranking quality and may indeed have problems. In fact, it is inappropriate within the simple cost model from above. Suppose that we can spend $T$ units on testing. In the best possible case, our ranking predicts the actual top $T$ most vulnerable components in the top $T$ slots. The relative order of these components doesn’t matter because we will eventually fix all top $T$ components. While high rank correlation values are always good, and while bad rankings will always produce values near zero, the converse is not true: values near zero do not necessarily mean that the ranking is bad, and good rankings will not necessarily produce high rank correlations.

Instead, we extend our simple cost model as follows. Let $p = (p_1, \ldots, p_m)$ be a permutation of $1, \ldots, m$ such that $\hat{v}_p = (\hat{v}_{p_1}, \ldots, \hat{v}_{p_m})$ is sorted in descending order (that is, $\hat{v}_{p_j} \geq \hat{v}_{p_k}$ for $1 \leq j < k \leq m$), and let $q$ and $v_q$ be defined accordingly. When we fix component $p_j$, we fix $v_{p_j}$ vulnerabilities. Therefore, when we fix the top $T$ predicted components, we fix

$$F = \sum_{1 \leq j \leq T} v_{p_j}$$

vulnerabilities, but with optimal ordering, we could have fixed

$$F_{opt} = \sum_{1 \leq j \leq T} v_{q_j}$$
vulnerabilities instead. Therefore, we will take the quotient
\[
Q = \frac{F}{F_{\text{opt}}} = \frac{\sum_{1 \leq j \leq T} v_{p_j}}{\sum_{1 \leq j \leq T} v_{q_j}}
\]  
(6.2)
as a quality measure for our ranking. This is the fraction of vulnerabilities that we
have caught when we used \( p \) instead of the optimal ordering \( q \). It will always be
between 0 and 1, and higher values are better.

In a typical situation, where we have \( V \ll n \) and \( T \) small, a random ranking will
almost always have \( Q = 0 \), so our method will be better than a random strategy if
\( Q \) is always greater than zero. In order to be useful in practice, we will want \( Q \) to be
significantly greater than zero, say, greater than \( 1/2 \), so that we get at least half the
vulnerabilities that we would get with optimal allocation:

We want \( Q > 1/2 \).  
(6.3)

6.4.4 Prediction using Support Vector Machines

For our model \( f \), we chose support vector machines (SVMs) [164] over other models
such as \( k \)-nearest-neighbors [73, Chapter 13] because they have a number of advantages:

- When used for classification, SVMs cope well with data that is not linearly separable. (Two sets of \( n \)-dimensional points are said to be linearly separable if
  there exists an \( n - 1 \)-dimensional hyperplane that separates the two sets.)
- SVMs are not prone to overfitting, which happens when a statistical model has
too many parameters: the algorithm will try to minimize the error for the
training set, but the parameters will offer many wildly differing combinations
that will make the error small. Choosing one such combination will then
generally increase the error for the validation set. The only possible remedy
for such a method is to decrease the number of parameters. In the words of Forman S. Acton [4],

[Researchers that try to fit a 300-parameter model by least squares] leap from the known to the unknown with a terrifying innocence and the perennial self-confidence that every parameter is totally justified. It does no good to point out that several parameters are nearly certain to be competing to “explain” the same variations in the data and hence the equation system will be nearly indeterminate. It does no good to point out that all large least-squares matrices are striving mightily to be proper subsets of the Hilbert matrix—which is virtually indeterminate and uninvertible—and so even if all 300 parameters were beautifully independent, the fitting equations would still be violently unstable. […]

Most of this instability is unnecessary, for there is usually a reasonable procedure. Unfortunately, it is undramatic, laborious, and requires thought […]. They should merely fit a five-parameter model, then a six-parameter one. If all goes well and tere is a statistically valid reduction of the residual variability, then a somewhat more elaborate model may be tried. Somewhere along the line—and it will be much closer to 15 parameters than to 300—the significant improvement will cease and the fitting operation is over. […]

The computer center’s director must prevent the looting of valuable computer time by these would-be fitters of many parameters.

- SVMs come with plug-in kernels that can be used to achieve better effectiveness. Kernels add additional dimensions to the training data to achieve greater separability.

- SVMs have parameters that can be automatically tuned to achieve better effectiveness.

### 6.5 Case Study: Mozilla

To evaluate Vulture’s predictive power, we applied it to the code base of Mozilla [119]. Mozilla is a large open-source project that has existed since 1998. It is easily the second most commonly used Internet suite (web browser, email reader, and so on) after Internet Explorer and Outlook.

#### 6.5.1 Data Collection

We examined Mozilla as of January 4, 2007. Vulture mapped vulnerabilities to components, and then created the feature matrix and vulnerability vector as described in Sections 6.2.3 and 6.3.4.

Table 6.3 reports approximate running times for Vulture’s different phases when applied to Mozilla. Vulture is so fast that we consider making it part of a real-time feedback system; see Figure 6.16 at the end of this chapter.

The $10,452 \times 9,481$ import matrix would take up 280 MB of disk space if it were written as a full matrix. It would take about ten minutes just reading the matrix into R. The sparse representation that we used cuts this space requirement down to about
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<table>
<thead>
<tr>
<th>Phase</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downloading and analyzing MFSAs</td>
<td>5 m</td>
</tr>
<tr>
<td>Mapping vulnerabilities to components</td>
<td>1 m</td>
</tr>
<tr>
<td>Finding includes</td>
<td>0.5 m</td>
</tr>
<tr>
<td>Finding function calls</td>
<td>2 m</td>
</tr>
<tr>
<td>Creation of SVM, w/classification and regression</td>
<td>0.5 m</td>
</tr>
</tbody>
</table>

Table 6.3: Approximate running times for Vulture’s different phases.

200 KB. Reading this sparse matrix takes only about one second. The $10,452 \times 93,265$ function call matrix took up 2.6 MB of disk space.

From the feature matrices and the vulnerability vector, we created 40 random splits using stratified sampling. This ensures that vulnerable and neutral components are present in the training and validation sets in the same proportions. The training set had 6,968 entries and was twice as large as the validation set with 3,484 entries. Finally, we assessed these SVMs with the 40 validation sets.

For the statistical calculations, we used the R system [138] and the SVM implementation available for it [50]. It is very easy to make such calculations with R; the size of all R scripts used in Vulture is just about 200 lines.

6.5.2 Classification

The SVM used the linear kernel with standard parameters.

Figure 6.10 (a) reports the precision and recall values for our 40 random splits. The recall has an average of 0.45 and standard deviation of 0.04, which means that half of all vulnerable components are correctly classified:

Of all vulnerable components, Vulture flags 45% as vulnerable.
For function calls, the precision has a mean of 0.70 and a standard deviation of 0.05, which means that seven out of ten predictions of vulnerability are correct.

Of all components flagged as vulnerable, 70% actually are vulnerable. 
Vulture is much better than random selection.

6.5.3 Ranking

The SVM used the linear kernel with standard parameters. The coefficient $Q$ that was introduced in Equation (6.2) was computed for imports and function calls, for $T = 30$. It is shown in Figure 6.11 plotted against $F_{opt}$. For imports, its mean is 0.78 (with a standard deviation of 0.04), for function calls, it is 0.84 (with a standard deviation of 0.05), for function calls, it is 0.84 (standard deviation 0.05).

Among the top 30 predicted components, Vulture finds 84% of all vulnerabilities.

The rank correlation coefficients for imports are shown in Figure 6.12. The average rank correlation is $+0.46$ with a standard deviation of 0.03. The probability that the rank correlations are as high as they are, even when in fact there is no correlation, is less than 0.01 in 32 out of 40 cases, and less than 0.10 in all cases. This makes the results statistically significant.

There is a statistically significant fairly strong positive correlation between actual and predicted vulnerability ranks.
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6.5.4 A Ranking Example

Let us illustrate the ranking correlation by an actual example. As a quality assurance manager, you want to focus extra efforts on the top ten new components that Vulture predicts as vulnerable. Table 6.4 shows such a prediction as produced in one of the random splits. We spent no effort in specifically selecting this particular split. Within the validation set, these would be the components to spend extra effort on. Your effort would be well spent, because all of the top ten components actually turn out to be vulnerable. (SgridRowLayout and NsHttpTransaction are outliers, but still vulnerable.) Furthermore, in your choice of ten, you would recall the top four most vulnerable components, two more would still be in the top ten (at predicted ranks 3 and 6), and two more would be in the top twenty (at predicted ranks 7 and 9). Focusing on highly ranked components further improves effectiveness and efficiency.

6.5.5 Forecasting Vulnerable Components

The previous sections have focused on validating the approach, but we have not yet actually forecast any vulnerable components. That would entail taking neutral components—components that were not known to have any vulnerabilities—and rank them according to our predictive method. In other words, we would be ranking false positives. Unfortunately, when we use our classification model on the entire CVS, we get no false positives. What we did instead was to use leave-one-out cross validation. The entire process worked as follows:

1. Let \( C = \{c_1, \ldots, c_m\} \) be the set of components. Set \( k \leftarrow 1 \) and \( R \leftarrow \emptyset \).
2. Compute a regression model for \( C - \{c_k\} \).
3. Compute the prediction \( f(c_k) \) according to the above regression model.
Table 6.4: The top ten most vulnerable components from a validation set, as produced by Vulture. Six of the predicted top ten are actually in the top ten, with ranks 1, 2, 3.5 (two times), 6, and 8. Two more are in the top twenty, at positions 12 and 18. So eight of the predicted top ten are actually very vulnerable.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Component</th>
<th>Bug reports</th>
<th>Actual rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NsDOMClassInfo</td>
<td>10</td>
<td>3.5</td>
</tr>
<tr>
<td>2</td>
<td>SgridRowLayout</td>
<td>1</td>
<td>95</td>
</tr>
<tr>
<td>3</td>
<td>xpcprivate</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>Jxml</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>nsGenericHTMLElement</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>Jgc</td>
<td>10</td>
<td>3.5</td>
</tr>
<tr>
<td>7</td>
<td>NsJSEnvironment</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>8</td>
<td>Jsfun</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>NsHTMLLabelElement</td>
<td>3</td>
<td>18</td>
</tr>
<tr>
<td>10</td>
<td>NsHttpStatusTransaction</td>
<td>2</td>
<td>35</td>
</tr>
</tbody>
</table>

4. If \(v_k = 0\) (in other words, if the component had no known vulnerabilities), add \((c_k, f(c_k))\) to \(R\).

5. Set \(k \leftarrow k + 1\). If \(k \leq m\), return to step 2.

6. Sort \(R\) by \(f(c_k)\) and output the top ten values.

We then took the Mozilla CVS as of July 17 and re-assigned vulnerabilities to components in order to see which components had new changes due to vulnerabilities. We were particularly interested in those components that had no previously known vulnerabilities and in whether any of them would turn up in the result from our leave-one-out cross validation. The result of this process can be seen in Table 6.5. It turns out that fully half of our predictions were confirmed within six months!

When we look at the actual changes that were made to the source code, we find that all but one component had changes that actually fixed vulnerabilities in the implementation.

Vulture can make actual predictions with high accuracy.

6.5.6 Discussion

In the simple cost model introduced in Section 6.4.2, we have \(m = 10,452\) and \(V' = 424\), giving \(V'/m = 0.04\). With \(p = 0.65\), we see that the condition from Equation (6.1) are fulfilled: Vulture does more than fifteen times better than random assignment. Even when we take into account that in reality \(V > v'\), we consider it unlikely that \(V/m > p\).

For ranking, all values for the quantity \(Q\) introduced in Equation (6.2) are higher than 0.6; the average values are way above that. This more than satisfies our criterion from Equation (6.3). Vulture finds a significant number of vulnerabilities.

Therefore, our case study shows three things. First of all, allocating quality assurance efforts based on a Vulture prediction achieves a reasonable balance between
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<table>
<thead>
<tr>
<th>Rank</th>
<th>Component</th>
<th>Vulnerable?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>js/src/jsxdrapi</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>js/src/jscope</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>modules/plugin/base/src/nsJSNPRuntime</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>js/src/jsatom</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>js/src/jsdate</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>cck/expat/xmlparse/xmlparse</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>layout/xul/base/src/nsSliderFrame</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>dom/src/base/nsJSUtils</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>layout/tables/nsTableRowFrame</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>layout/base/nsFrameManager</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.5: Vulture forecast using the CVS from January 4, 2007. The table shows the top ten predicted most risky components. The third column shows “∗” if vulnerabilities have surfaced in the predicted component between January 5 and July 17, 2007, encompassing MFSAs 2007-01 through 2007-25. Out of the top ten predicted components, five have had changes due to vulnerability reports within six months of making the prediction.

effectiveness and efficiency. Second, it is effective because half of all vulnerable components are actually flagged. And third, Vulture is efficient because directing quality assurance efforts on flagged components yields a return of 70%—more than two out of three components are hits. Focusing on the top ranked components will give even better results.

Furthermore, these numbers show that there is empirically an undeniable correlation between imports and vulnerabilities. This correlation can be profitably exploited by tools like Vulture to make predictions that are correct often enough so as to make a difference when allocating testing effort. Vulture has also identified imports that always (or very often) lead to vulnerabilities when used together and can so point out areas that should perhaps be redesigned in a more secure way.

Our cross-validation has further shown that Vulture’s predictions are very good—fully half of our predictions were confirmed within six months, and the proportion can only rise as time goes on.

Best of all, Vulture has done all this automatically, quickly, and without the need to resort to intuition or human expertise. This gives programmers and managers much-needed objective data when it comes to identify (a) where past vulnerabilities were located, (b) other components that are likely to be vulnerable, and (c) effectively allocating quality assurance effort.

6.5.7 Threats to Validity

Our work is empirical and statistical: we look at correlations between two phenomena—vulnerabilities on one hand and imports or function calls on the other—but we do not claim that these are cause-effect relationships. It is clearly not the case that importing some import or calling some function causes a vulnerability. Programmers writing that import statement or function call generally have no choice in the matter: they need the service provided by some import or function and therefore have to import or call it, whether they want to or not.

We have identified the following circumstances that could affect the validity of
our study:

Study size. The correlations we are seeing with Mozilla could be artifacts that are specific to Mozilla. They might not be as strong in other projects, or the correlations might disappear altogether. From our own work analyzing Java projects, we think this is highly unlikely [147], see also Section 6.7 on related work.

Bugs in the database or the code. The code that imports the CVS or the MFSAs into the database could be buggy; the import matrix and vulnerability vector could have been incorrectly calculated; or the R code that does the assessment could be wrong. All these risks were mitigated either by sampling small subsets and checking them manually for correctness, or by implementing the functionality a second time starting from scratch and comparing the results. For example, the vulnerability matrix was manually checked for some entries, and the R code was rewritten from scratch.

Bugs in the R library. We rely on a third-party R library for the actual computation of the SVM and the predictions [50], but this library was written by experts in the field and has undergone cross-validation, also in work done in our group [147].

Wrong or noisy input data. The Mozilla source files could contain many “noisy” import relations in the sense that some files are imported but actually never used; or the MFSAs could accidentally or deliberately contain wrong information. Our models do not incorporate noise. From manually checking some of the data, we believe the influence of noise to be negligible, especially since results recur with great consistency, but it remains a (remote) possibility.

6.6 Causes of Vulnerabilities

We have seen that, empirically, vulnerabilities correlate with imports, but we have not answered the natural question why they correlate. In this section, we will take a look at some vulnerabilities and try to find the reason for the apparent correlation.

For this, we return to Figure 6.2. It is apparent from the figure that some vulnerabilities occur in the same directory as others (called a vulnerability cluster or simply cluster), whereas others are isolated and occur alone (called a vulnerability singleton or simply singleton). Looking at specimen examples of both clusters and singletons, we will find evidence that the reasons for the correlation of vulnerabilities and imports are different for the two classes of vulnerable components: clusters will tend to fix the vulnerable implementation of some functionality, whereas singletons will tend to reflect changes in the interfaces of components that were fixed elsewhere.

If these claims turn out to be correct, we have the following consequences:

• Clusters are more important than singletons. Defects in clusters contain the real security vulnerabilities; singletons occur mostly because of changes in clusters. This also explains why there are so many singletons and so few clusters: there is a relatively small amount of security-critical code in the project and when that is fixed in the interface, many places that use this code will have to adapt to the changed interface.
Let us take a closer look at the largest cluster, `js/src`, which is responsible for the execution of JavaScript scripts. This directory contains components that have 194 vulnerability-related bug reports associated with them, out of a total of 857 reports, which accounts for 22 percent. (Note that the reports need not be unique; a report may be associated with two or more components.)

First of all, clusters would correlate with imports because typically, components that are defined in a cluster will import similar imports. This is because the components in a cluster implement similar functionality (such as JavaScript support) and will hence tend to import those header files that declare that functionality.

- We can use the character of fixes as predictors for clusters and singletons: if we find ourselves fixing the implementation of components, we might conjecture that this component is part of a cluster, so we might think of reimplementing the entire directory or package in a more secure way.

First, we present a slightly different view of the Mozilla treemap shown in Figure 6.2. In this new view, the rectangles have an area that is no longer proportional to its size, but rather to the number of its associated vulnerability reports. What is apparent is that large rectangles tend to appear together in one directory.

Figure 6.13: A new view of the treemap presented in Figure 6.2. A component’s area is no longer proportional to its size, but rather to the number of its associated vulnerability reports. What is apparent is that large rectangles tend to appear together in one directory.

See Section 6.8 for ways to test these claims rigorously.

### 6.6.1 Clusters

Let us take a closer look at the largest cluster, `js/src`, which is responsible for the execution of JavaScript scripts. This directory contains components that have 194 vulnerability-related bug reports associated with them, out of a total of 857 reports, which accounts for 22 percent. (Note that the reports need not be unique; a report may be associated with two or more components.)

First of all, clusters would correlate with imports because typically, components that are defined in a cluster will import similar imports. This is because the components in a cluster implement similar functionality (such as JavaScript support) and will hence tend to import those header files that declare that functionality.
A look at the vulnerability reports for components in that directory reveal that apparently JavaScript is highly insecure, both because the specification is unclear and because the implementation is insecure. For example, a typical vulnerability report that affects components in `js/src` (MFSA 2006-71) reads,

Steven Michaud reported a crash in LiveConnect, the bridge code that allows Java applets and web JavaScript to communicate. The crash is due to re-use of an already-freed object and we presume this could be exploited with enough effort.

This necessitated three changes in `mozilla/js/src/liveconnect/jsj_JavaObject.c` (bug #352064) and a look at the changes shows that the implementation of `jsj_GC_callback` was changed to make sure that an object that is no longer used is properly deleted. In other words, it is the implementation of the component’s functionality that was changed.

Looking at other security-related changes from this directory reveals a similar picture. Therefore the following conjecture seems justified:

> **Vulnerability-related changes that appear in clusters tend to change the implementation of functionality. They fix insecure code.**

In other words, once we have identified a cluster, we should think of reimplementing the functionality in that cluster in a more secure way, probably from the ground up.

### 6.6.2 Singletons

Consider a singleton like `intl/unicharutil/util/nsUnicharUtils`, which has only one vulnerability-related bug report associated with it (MFSA 2006-55), which says, in part,

As part of the Firefox 1.5.0.5 stability and security release, developers in the Mozilla community looked for and fixed several crash bugs to improve the stability of Mozilla clients. Some of these crashes showed evidence of memory corruption that we presume could be exploited to run arbitrary code with enough effort.

Looking at the bug report (#284219), we find

There’s a fair amount of code out there that does something equivalent to:

```c
nsCString s;
s.SetLength(n);
char *p = s.BeginWriting();
memcpy(p, ...);
```

Any of these could be potential buffer overruns if an attacker can set `n` sufficiently large to trigger an out of memory condition. That would then result in `p` pointing at the static empty buffer, which lives at a fixed known address, and could then be exploited by an attacker :(

6.7. RELATED WORK

I think we need to ensure that consumers like this verify the success of SetLength by testing Length() afterwards. This is similar to the ReplacePrep problem that was recently fixed.

The attacker-controlled value of \( n \) could lead to \( p \) pointing to a known address, with the ensuing memcpy overwriting memory at a known location. The suggested fix here is to (a) have SetLength return a boolean to indicate whether the operation has succeeded (i.e., if there was enough memory to resize the string), and (b) adding checks to make sure that the string is only accessed when SetLength returns true. This amounts to changing the above code snippet to:

```c
nsCString s;
if (!s.SetLength(n))
    return NS_ERROR_OUT_OF_MEMORY;
char *p = s.BeginWriting();
memcpy(p, ... );
```

In comparison to the fix to bug #352064 above, we therefore find that it is not the implementation of the functionality that has changed. Rather, interfaces that are implemented in other parts of the program were difficult to use securely, which caused a change in these interfaces, which needed to be reflected everywhere that the interface was used.

Also, singletons would be correlated with imports too because all components that use the hard-to-use functionality (such as nsCString) would import the same imports.

Looking at other security-related changes from other singletons reveals a similar picture. Therefore the following conjecture seems justified:

<table>
<thead>
<tr>
<th>Vulnerability-related changes that appear in singletons</th>
</tr>
</thead>
<tbody>
<tr>
<td>tend to changes how other code is called.</td>
</tr>
<tr>
<td>They fix code that is hard to use securely.</td>
</tr>
</tbody>
</table>

In other words, once we have identified a singleton, we should think of reimplementing the called interfaces so that they are easier to use securely.

6.7 Related Work

Previous work in this area tried to reduce the number of vulnerabilities or their impact by one of the following methods:

Looking at components’ histories. The Vulture tool was inspired by the pilot study by Schröter et al. [147], who first observed that imports correlate with failures. While Schröter et al. examined general defects, the present work focuses specifically on vulnerabilities. To our knowledge, this is the first work that specifically mines and leverages vulnerability databases to make predictions. Also, our correlation, precision and recall values are higher than theirs, which is why we believe that focusing on vulnerabilities instead of on bugs in general is worthwhile.
Evolution of defect numbers.  Both Ozment at al. [130] as well as Li et al. [101] have studied how the numbers of defects and security issues evolve over time. Ozment et al. report a decrease in the rate at which new vulnerabilities are reported, while Li et al. report an increase. Neither of the two approaches allow mapping of vulnerabilities to components or prediction.

Estimating the number of vulnerabilities.  Alhazmi et al. use the rate at which vulnerabilities are discovered to build models to predict the number of as yet undiscovered vulnerabilities [7]. They use their approach on entire systems, however, and not on source files. Also, in contrast to Vulture, their predictions depend on a model of how vulnerabilities are discovered.

Miller et al. build formulas that estimate the number of defects in software, even when testing reveals no flaws [116]. Their formulas incorporate random testing results, information about the input distribution, and prior assumptions about the probability of failure of the software. However, they do not take into account the software’s history—their estimates would be unchanged no matter how large the history is.

Tofts et al. build simple dynamic models of security flaws by regarding security as a stochastic process [155], but they do not make specific predictions about vulnerable software components. Yin at al. [184] highlight the need for a framework for estimating the security risks in large software systems, but give neither an example implementation nor an evaluation.

Testing the binary.  By this we mean subjecting the binary of the program in question to various forms of testing and analysis (and then reporting any security leaks to the vendor). This is often done with techniques like fuzz testing [115] and fault injection; see the book by Voas and McGraw [171].

Eric Rescorla argues that finding and patching security holes does not lead to an improvement in software quality [141]. But he is talking about finding security holes by third-party outsiders in the finished product and not about finding them by in-house personnel during the development cycle. Therefore, his conclusions do not contradict our belief that Vulture is a useful tool.

(Statically) examining the source.  This usually happens with an eye towards specific vulnerabilities, such as buffer overflows. Approaches include linear programming [66], data-flow analysis [87], locating functions near a program’s input [46], axiomatizing correct pointer usage and then checking against that axiomatization [64], exploiting semantic comments [96], computing and checking path conditions [151], symbolic pointer checking [146], or symbolic bounds checking [143].

As an aside, the hypothesis of DeCast et al. [46] that vulnerabilities occur more in functions that are close to a program’s input is not supported by the present study. Many of Mozilla’s vulnerable components, such as nisGlobalWindow, lie in the heart of the application.

Instead of describing the differences between these tools and ours in every case, we we briefly discuss ITS4, developed by Viega at al. [170], and representative of the many other static code scanners. Viega et al.’s requirement was to have a tool that is fast enough to be used as real-time feedback during the development process, and precise enough so that programmers would not ignore it. Since their approach is essentially pattern-based, it will have to be manually extended as new patterns emerge.
The person extending it will have to have a concept of the vulnerability before it can be condensed into a pattern. Vulture will probably not flag components that contain vulnerabilities that were unknown at training time, but it will flag components that contain vulnerabilities that have been fixed before but have no name.

Since ITS4 checks local properties, it will also be very difficult for it to find security-related defects that arise from the interaction between far-away components, that is, components that are connected through long chains of def-use relations. Also, ITS4, as it exists now, will be unable to adapt to programs that for some reason contain a number of pattern-violating but safe practices, because it completely ignores a component’s history.

Another approach is to use model checking \[34, 35\]. In this approach, specific classes of vulnerabilities are formalized and the program model-checked for violations of these formalized properties. The advantage over other formal methods is that if a failure is detected, the model checker comes up with a concrete counter-example that can be used as a regression test case. This too is a useful tool, but like ITS4, it will have to be extended as new formalizations emerge. Some vulnerability types might not even be formalizable.

Vulture also contains a static scanner—it detects imports by parsing the source code in a very simple manner. However, Vulture’s aim is not to declare that certain lines in a program might contain a buffer overflow, but rather to direct testing effort where it is most needed by giving a probabilistic assessment of the code’s vulnerability.

**Hardening source or runtime environment.** By this we mean all measures that are taken to mitigate a program’s ability to do damage. Hardening a program or the runtime environment is useful when software is already deployed. StackGuard is a method that is representative of the many tools that exist to lower a vulnerability’s impact \[41\]. Others include mandatory access controls as found in AppArmor \[42\] or SELinux \[121\]. However, Vulture works on the other side of the deployment divide and tries to direct programmers and managers to pieces of code requiring their attention, in the hope that StackGuard and similar systems will not be needed.

### 6.8 Beyond Imports and SVMs

#### 6.8.1 Learning Patterns

The most interesting way to use version archives and vulnerability databases would be to extend the work by Neamtiu et al. \[122\] and learn **vulnerability patterns** from the project’s history. This is the topic of a Masters Thesis by Cathrin Weiß \[180\].

Consider a singleton like the one discussed above in Section 6.6. There, code that looked like Figure 6.14 (a) was to be replaced with code that looks like Figure 6.14 (b).

The only difference between parts (a) and (b) is that the unconditional call to `SetLength` has been guarded with an *if* statement. Now suppose that we look at that difference not in textual form, but as an abstract syntax tree (AST); see Figure 6.15. An AST is a representation of source code as a directed graph where internal nodes are operators—such as statements—and leaf nodes are their operands—such as variable or object references. ASTs differ from full parse trees by omitting all nodes and edges that do not affect the semantics of the program.
nsCString s;
s.SetLength(n);
char *p = s.BeginWriting();
memcpy(p, ...);

nsCString s;
if (!s.SetLength(n))
  return NS_ERROR_OUT_OF_MEMORY;
char *p = s.BeginWriting();
memcpy(p, ...);

(a) (b)

Figure 6.14: Typical bug/fix pattern. Code that looks like (a) is buggy because of the unguarded call to `SetLength`. This code is replaced by the guarded version (b).
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Figure 6.15: The fix from Figure 6.14 as an abstract syntax tree (AST). In this case, code is added to guard against the failure of the `SetLength` function.

Once we have identified fixes to vulnerabilities and once we have put them into AST form, we can learn vulnerability patterns. For example, from Figure 6.15, we can learn that an unguarded call to `SetLength` will need a guard. This pattern will have high support (number of instances where this pattern occurred) and high confidence (percentage of times when this pattern was changed). So whenever this pattern appears in code, we are fairly confident that this is a vulnerability that needs to be fixed. Since the fix is also present in AST form, we can even suggest a fix: whenever someone submits a check-in to the source code control system, we check if the vulnerability pattern appears and if so, we suggest the fix from the fix pattern.

More abstractly, let $V$ be the code that is deleted from the vulnerable version and let $F$ be the code that is added to the fixed version. We call $(V, F)$ a vulnerability/fix pattern, or pattern for short. A fix that only deletes code would have $F = \emptyset$. In this case, a recommendation would be to delete $V$ from the source code whenever we find an instance of it. The case of adding code is more complicated, however.

Let us consider the fix in Figure 6.14 again. It consists of adding code, so we would have $V = \emptyset$. Now the pattern $V$ appears trivially at every place in the AST, so it is not apparent where to add code. Fortunately in our case, it is relatively easy to identify the place where the fix was added, namely at an unguarded call to `SetLength`. In general, code additions do not appear out of thin air, and added code appears in context, which in the case of ASTs would mean nodes in the vicinity of (above, below, or beside) the added code. So we would have to compute those contexts and use the one with the highest support and the highest confidence for a particular fix.
6.8. BEYOND IMPORTS AND SVMS

From AST representations we can learn vulnerability patterns. In some cases, we may even be able to suggest fixes.

6.8.2 Other Future Work

More future work will work on the following topics:

More on Clusters and Singletons. In Section 6.6, we made a case why clusters and singletons should be correlated with imports, but we have not provided solid empirical evidence for that. In order to do that, we would have to proceed along the following lines, after defining precisely what clusters and singletons are:

1. In each cluster, find which combination of includes correlates most with vulnerabilities.

2. See if the include combinations overlap between clusters. The idea is that clusters correlate with imports because components in clusters tend to import imports containing the declaration of implemented services and especially of declarations that declare functionality that is internal to the component. If that idea is correct, there should be no significant overlap between relevant import combinations in different clusters.

3. The idea is that for every fix inside a cluster that changes some interface, there ought to be a number of singletons that occur because they need to adapt to the new interface. If that is true, it would mean that singletons would tend to be created in batches, and that they are correlated to changes in clusters.

The discrimination between clusters and singletons should also increase the precision and recall of SVM-based or conditional probability-based methods.

Fine-grained approaches. Rather than just examining imports at the component level, one may go for more fine-grained approaches, such as caller-callee relationships. Such fine-grained relationships may also allow vulnerability predictions for individual classes or even individual methods or functions.

In this case, the rows and columns of the import matrix contain the different method names as they are extracted from the source code by a simple parsing method; an entry \( x_{ik} \) would be 1 if method \( i \) calls method \( k \); alternatively, \( x_{ik} \) could be the number of times the source code of method \( i \) contains calls to method \( k \).

Inheritance and dynamic dispatch will make it generally impossible to compute exactly which method of which class is being called. Also we will not distinguish between similarly-named methods in different classes that are not in the same class hierarchy. Initially, the rows of \( X \) might even still contain components instead of methods.

Evolved components. This work primarily applies to predicting vulnerabilities of new components. However, components that already are used in production code come with their own vulnerability history. To test whether our approach also works in this condition, the same thesis will apply the approach in a simulation of the development process. To do this, we compute a predictor.
**Bayesian Filters.** The same work will work on improving the *explanatory power* of prediction. It is certainly nice to know that the SVM can with high accuracy predict whether a module will be vulnerable or not, but it would be even nicer to know why this is so. We will therefore try to use Bayesian filters instead of SVMs. Bayesian filters are used in spam filters where words appear in email messages that are classified as either “spam” (undesirable) or “ham” (desirable). From this, the classifier computes the conditional probability that a message is spam or ham under the condition that the word is present. The words with the highest percentages then serve as an explanation why the message is spam or ham: “porn” very probably means spam, whereas “Thomas” very probably means ham. Using such filters for vulnerability prediction would have the advantage that results would be much easier to explain and understand: “If \( d2i_{X509_SIG} \) appears in a component, it has a vulnerability with probability 95%.”

**Characterizing domains.** We have seen that empirically, imports are good predictors for vulnerabilities. We believe that this is so because imports characterize a component’s domain, that is, the type of service that it uses or implements, and it is really the domain that determines a component’s vulnerability. We plan to test this hypothesis by studies across multiple systems in similar domains.

**More significant features.** Besides imports, there may be further characteristics that make a component vulnerable. We plan to examine further features, such as complexity metrics, or the usage of specific data types; and to check whether such features would be applicable to predict vulnerabilities.

**Usability.** Right now, Vulture is essentially a batch program producing a textual output that can be processed by spreadsheet programs or statistical packages. We plan to integrate Vulture into current development environments, allowing programmers to query for vulnerable components. Such environments could also visualize vulnerabilities by placing indicators right next to the individual entities (Figure 6.16).

In a recent blog [145], Bruce Schneier wrote “If the IT products we purchased were secure out of the box, we wouldn’t have to spend billions every year making them secure.” One first step to improve security is to learn where and why current software had flaws in the past. Our approach provides the essential ground data for this purpose, and allows for effective predictions where software should be secured in the future.

Another area where our approach might be useful is the emerging area of self-diagnosing and self-repairing system. A tool like Vulture that can successfully predict profitable attack targets could select components to be put under a special protective umbrella such as a proxy that scans requests, canonicalizes them, and weeds out potentially harmful ones before it lets them through.
Methods predicted as vulnerable are marked

Methods predicted as most vulnerable

List of dangerous import combinations

Figure 6.16: Sketch of a Vulture integration into Eclipse. Vulture annotates methods predicted as vulnerable with red bars. The view “Predictions” lists the methods predicted as most vulnerable. With the view “Dangerous Imports”, a developer can explore import combinations that lead to past vulnerabilities.
Chapter 7

Conclusions

The preceding chapters have presented methods that address software security concerns both before and after the deployment of a software system. Vulture uses statistics and machine learning to predict which components are most likely to contain vulnerabilities and Malfor uses experiments to decide which parts of a system—processes or inputs—are relevant for the intrusion.

Malfor is employed after software has been deployed. It makes the following contributions:

1. An automatic technique to find the processes that are relevant for an intrusion, or in fact any effect whose presence can be reliably tested.

2. An automatic technique to generate intrusion signatures for single day-zero attacks.

Vulture is used before deployment. It makes the following contributions:

1. A technique for mapping past vulnerabilities by mining and combining vulnerability databases with version archives.

2. Empirical evidence that contradicts popular wisdom saying that vulnerable components will generally have more vulnerabilities in the future.

3. Evidence that imports correlate with vulnerabilities.

4. A tool that learns from the locations of past vulnerabilities to predict future ones with reasonable accuracy.

5. An approach for identifying vulnerabilities that automatically adapts to specific projects and products.

6. A predictor for vulnerabilities that needs only the set of imports, and thus can be applied before the component is fully implemented.

Additionally, both the work on pre-deployment vulnerability prediction and post-deployment incident analysis resulted not only in studies, but also in tools. This shows that the ideas in this thesis are well suited to implementation.

Beyond these, there is one contribution that is more fundamental, namely the introduction of experimental and empirical methods to the area of software security.
This is arguably the first work to use experimental and empirical methods paradigmatically to solve problems of software security. There has been some recent, later, work that uses experiments, such as Packet Vaccine \[176], but from the paper it is apparent that the authors are not aware of the power of experimental techniques: they use experiments only as one step in their procedure to find the relevant parts of an attack signature. Malfor, and the work that precedes it, solves the more general problem of finding the cause for any effect.

Similarly, there have been phenomenological studies on software security (see Section 6.7 for more details), but to our knowledge, no publication used the results from their empirical findings to predict useful things about security properties.\[1] We believe that it is important to introduce methods from the natural sciences to software security because software systems are getting so large that they begin to resemble natural phenomena more than man-made artifacts, and it is increasingly difficult to deduce their behaviour from first principles such as operative semantics. That is especially true for systems that have been developed without formal specifications. Such systems form the vast majority of deployed systems today. Here is a small list of such systems:

- Operating Systems: Microsoft Windows\[2] Linux, BSD in all its variations, Mac OS, Unix.
- Office software: Microsoft Office, OpenOffice, KOffice.
- Web servers: Apache, Microsoft IIS.
- Internet clients: Internet Explorer, Outlook, Firefox, Thunderbird.

If we add the myriad lines of VBA script code that are deployed on production systems, this should account for over 99% of CPU cycles on the planet.

Also, systems are increasingly becoming interconnected and it is a well-established fact that the composition of systems will usually make the resulting system less secure. Ross Anderson gives the example shown in Figure 7.1 \[9, Section 7.5.1]: Two high-value (secret) inputs are exclusive-ored, the result is exclusive-ored with a one-time pad and the resulting stream output on a low-value (non-secret) channel. The pad is output on a high-value channel. This device, when used in isolation, is provably secure, meaning that it is not possible to guess the values of any bit of one of the two high-value inputs knowing only the low-value output with a probability of more than 1/2. (Proof sketch: every bit of \(L\) has the form \(h_1 \oplus h_2 \oplus r\) and therefore has an equal probability of being either 0 or 1 because \(r\) is random and because of the properties of exclusive-or.) On the other hand, if we manage to feed the pad back to one of the inputs, the other input suddenly appears on the non-secret channel. (Proof sketch: \(h_1 \oplus r \oplus r = h_1\).) This shows that secure systems need not be composable into systems that are also secure, a point also made by Peter G. Neumann \[127].

The increase in size and the breakdown of security under system composition mean that traditional methods in software security such as static checking will quickly become less and less useful: large software systems will make checking more expensive and the non-composability of secure systems means that the whole system will

\[1\] Network security is a different matter: due to the large amount of traffic, statistical and machine-learning methods are routinely used to make predictions.

\[2\] With the possible exception of drivers, which are supposed to be model-checked during certification.
Figure 7.1: This device accepts two high-value (secret) channels on $H_1$ and $H_2$, xors them, xors the result with a one-time pad and outputs the result on the low-value (non-secret) channel $L$ and the pad on the high-value channel $H_3$. In isolation, it is provably secure, but if $H_3$ can be fed back to $H_2$, the previously secret input $H_1$ now appears on the non-secret channel $L$. This shows that systems that consist of provably secure components need not be secure when composed into larger systems.
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\caption{This device accepts two high-value (secret) channels on $H_1$ and $H_2$, xors them, xors the result with a one-time pad and outputs the result on the low-value (non-secret) channel $L$ and the pad on the high-value channel $H_3$. In isolation, it is provably secure, but if $H_3$ can be fed back to $H_2$, the previously secret input $H_1$ now appears on the non-secret channel $L$. This shows that systems that consist of provably secure components need not be secure when composed into larger systems.}
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have to be checked, not just its individual components. It is like trying to predict the temperature, volume and pressure of a gas knowing only the masses, positions and velocities of its constituent molecules.

Still, most research in software security overemphasizes formal methods and first principles, a point that was excellently made by Peter Wegner and Dina Goldin in their essay “Principles of Problem Solving” [179]. I believe on the contrary that we need more research in empirical methods.

As this thesis has shown, empirical and experimental methods can help where more fundamental methods must fail because of the complexity of the analyzed systems. It is my hope that these methods are taken up and developed further, maybe to their logical conclusion of auto-diagnosing and perhaps even auto-repairing systems.
Appendix A

Philosophy

There is in software security a gap between theorists and practitioners. Theorists argue that most problems with information systems would disappear if we just specified them properly beforehand and used formal methods and verification to make sure that the specified systems are defect-free. Practitioners argue that most systems today do not have specifications and cannot retroactively be equipped with them without jeopardizing that software’s ability to generate revenue; see Chapter 1. Besides, they say, even if a system specification is “correct” (whatever that means), and even if an implementation can be rigorously proved to adhere to the specification, this does not mean that the system is proof against practical attacks. For example, an encryption system can have perfect secrecy and still be vulnerable to a timing attack. This section explores the origins of that gap.

If we reduce the quarrel to its essentials, we find on the one hand the opinion that reasoning about computer programs is all that is needed to produce correct programs, and on the other hand the belief that only observation and theorizing will allow us to analyze and predict the behaviour of complex software systems. If we generalize away the references to computer science, we arrive at these two beliefs:

- Knowledge is gained only by reasoning; and
- Knowledge is gained only by observation.

We call the first belief rationalist and the second empiricist. People are accordingly called rationalists or empiricists, respectively, depending on their beliefs.

Both beliefs are incompatible in the extreme form in which they were stated above, but there is no reason why they should not both be partially true. For example, once we find out that \( F = ma \) by experiment, we could deduce \( a = F/m \).

In order to find out about the origins of the incompatibility between rationalists and empiricists, we must look into the history of both rationalist and empiricist philosophy.

A.1 Rationalist Philosophy

An early rationalist was Pythagoras (582? BC–507? BC). It is difficult to say exactly what he taught, his school being a mix of mathematics and mysticism. One of his views was that the whole world was based on integers, which led, for example, to the
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pythagorean tuning of musical scales, which later had to be modified by the mean-tone tuning and still later by the well-tempered tuning in order to use all twenty-four major scales. When a Pythagorean (usually believed to be Hippasus of Metapontum) discovered that the side and diagonal of a square were not in integer proportions, and therefore invalidated a central tenet of Pythagorean philosophy, his colleagues acted in the time-honored manner of fundamentalists everywhere and killed him, throwing him overboard during a cruise. [65]

The origins of what we understand today by rationalism lie with the idealism of Plato (427? BC–347? BC), who was in turn influenced by Pythagoras. In his State, Plato believed that the world we perceive is merely a shadow image of the real world of ideas [134]. This real world contains, for example, the idea of a table, which encompasses the table-ness of all tables. Using software engineering terms, the idea is a class and the shadow that we see is an instance of that class. Only philosophers get glimpses of that ideal world and were therefore the first object-oriented system analysts.

Skipping many centuries, we arrive at René Descartes (1596–1650). His main contribution to philosophy was the notion of solipsism, which holds that all our knowledge of the world comes to us through our senses and that this outside world is therefore not necessarily real. The same argument is made today when critics of electronic signatures claim that no-one knows what they are really signing because there is in general no trusted path from the memory (which holds the document to be signed) to the display (which displays to users what they are supposed to be signing). Solipsism also appears in Chapter 5 as the name of the capture/replay subsystem of Malfor. Following Descartes’s logic, the only thing we can be sure of is our own existence, hence “I think therefore I am”. Descartes is certainly one of the more radical rationalists, entirely discarding perception as a means of obtaining knowledge and admitting only deduction. Still, he later turns around somewhat by proving that God exists (even though he proves it only to his own satisfaction) and then deducing that he can trust his senses after all because God would not want to deceive him. This contorted argument is necessary because it is otherwise extremely difficult to explain certain things, such as the (apparent) existence of natural laws, a flaw noted by Richard Feynman [61].

Next in line is Gottfried Wilhelm Leibniz (1646–1716). For our purposes, his main contribution to rationalist philosophy is his Calculus Ratiocinator. This is a method in which problems are solved by writing them down in a specialized language and then applying the rules of his calculus. This calculus was not only for solving technical problems; Leibniz believed he could also apply the method to matters of opinion and thereby solve any dispute in a completely rational way, by calculating what the right answer must be [2] This optimistic view echoes both Charles Babbage’s nineteenth-century analytical engine as well as David Hilbert’s motto „Wir müssen wissen und wir werden wissen“ (“We must know and we will know!”).

Leibniz explicitly believed that the negation of a true statement must be false. Implicitly, Leibniz must also have believed that every true statement could be proved, something that Bertrand Russell and Alfred North Whitehead also believed, and

---

1 Of course, Plato was also a power-hungry politician who argued that since only philosophers get glimpses of the real world, an ideal state should be run by philosophers. The term “conflict of interests” was coined only much later.

2 For example, to decide whether Britney Spears or Christina Aguilera was the better singer, we could write down some formulas which we know will differentiate good singers from bad ones, calculate and compare the results. All teen magazines would instantly vanish from the newstands.
which was finally refuted by Kurt Gödel in his 1931 paper „Über formal unentscheidbare Sätze der Principia Mathematica und verwandter Systeme I“ [70], and again later by Alan M. Turing in his “On computable numbers with an application to the Entscheidungsproblem” [159].

A.2 Empiricist Philosophy

Returning to the empiricists, one of the first philosophers usually credited with that label is Aristotle (384 BC–322 BC). He could not have been more different from Plato. Recall that Plato said that the real world was the world of ideas and that the material world was separate from the ideal world and related to it only as a shadow to the object which casts it. In contrast, Aristotle believed that universal principles manifest in particular things. Consequently, philosophy should work from studying particular things and from that study find their universal quality, or essence. Basically, Aristotle’s method was inductive and Plato’s method was deductive. But we should not believe that Aristotle used an empirical method. Rather, he had his head in the clouds just like Plato. For example, he asserts in his theory of gravity that things fall down because they come from the earth and therefore have a natural tendency to return to the earth from which they came, something that a truly empirical method would easily refute.

Again skipping many centuries (and some important philosophers), we come to Isaac Newton (1643 [1642 OS]-1727). Newton was not a philosopher per se, but his work was influential in shaping the thoughts of many, such as David Hume; see below. While certainly using his powers of deduction to discover natural laws, Newton was also a keen observer. He borrowed from Francis Bacon the notion of the crucial experiment or experimentum crucis, which is an experiment that has the power to falsify a theory. For example, the Michelson-Morley experiment was a crucial experiment that falsified the theory of the electromagnetic ether. Newton used many crucial experiments in his works. The idea of crucial experiments was later expanded by Karl Popper; see below.

Newton influenced David Hume (1711–1776). In his Treatise of Human Nature [82], written when Hume was only twenty-six, he lays out his belief that all our knowledge comes to us only through our senses. He was a radical empiricist. In the Treatise, he also expounds his theory of causation, something dear to all computer scientists wishing to find bugs in their programs. For Hume, causation is not a strict if-then relationship between events; rather, causation happens when we believe, based on many previous observations, that two events are causally connected. This makes causation a statistical thing and in effect removes from the very concept many features which enable us to reason about causes and effects. This is already hard to swallow, but Hume goes even further and argues that even Truth is not absolute, but instead relies on convention.

It is interesting to note that many important rationalists were also excellent mathematicians (with the exception of Plato), and that almost none of the empiricists were (with the significant exception of Newton).

A.3 Modern Philosophy of Science

The first attempt to reconcile the rationalist and empiricist world-views was made by Immanuel Kant (1724–1804). Recall Hume’s formulation of causation which in his
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view is entirely subjective. How then to explain the existence of natural laws? Kant solved this metaphysical problem with a neat trick.

In his *Kritik der Reinen Vernunft*, Kant invented something called *synthetic a priori truths*. Basically, he argues that all natural laws are self-evident, yet cannot be derived by logic alone. This argument unmasks Kant as a rationalist at heart. But the argument also turns around in circles, because he cannot offer any evidence for the existence of synthetic *a priori* truths other than otherwise, natural laws would be difficult to explain. Obviously, Kant was under the impression that there is only one possible universe, ours, and that its natural laws are not changing with time. Both assertions have been challenged. Also, if natural laws are self-evident, it is somewhat difficult to explain why it sometimes takes so long to find them, or why they have to be modified in the face of contradicting evidence.

The next (and last) philosopher on our list is Karl Popper (1902–1994). Popper wasn’t so much interested in how we gain knowledge (the central problem of epistemology), but rather how scientific progress happens. This is a related yet different problem. Popper argued that scientific progress happened through the formulation of scientific theories which are then tested by experiments. Some experiments would contradict, or falsify, a theory, which must lead to its abandonment and to the search for a better theory that explains the experiment.

What makes a good scientific theory? A good theory will make specific predictions. For example, the (Newtonian) theory of gravity makes the prediction that two bodies are attracted with a force proportional to the product of their masses and inversely proportional to the square of their distance. This prediction invites experiments, experiments that would falsify the entire theory if they failed. For example, we could try to see whether it also holds at very large distances, at high relative speeds, for very light objects or for very heavy objects and so on. Such a risky experiment is called a crucial experiment or experimentum crucis.

Psychoanalysis on the other hand makes no predictions. Every form of human behaviour is permitted by it. So the theory of psychoanalysis is not a scientific theory. It doesn’t mean that it is bad medicine, though; it’s just not science.

Falsifying theories leads to better theories. Does this process ever stop? Will we ever get to the ultimate form of natural laws? Do natural laws exist at all? Popper doesn’t say (even though he was of the opinion that natural laws did exist), and it’s also not part of his methodology, which sets it apart from metaphysics.

It is also interesting to note that according to Popper, knowledge does not appear by inductive reasoning, that is, by finding a general law from specific events. So, how do we get theories? According to Popper, we get them by guessing hypotheses, not by finding natural laws by induction.

Popper’s view is mostly accepted in the scientific community, but there are critics. The most notable critic is Paul Feyerabend, a former pupil of Popper’s, who says that scientific progress happens more by accident than by design, and whose motto is “Anything Goes” [62].
### Notation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>ancestors((p))</td>
<td>5.2</td>
<td>Ancestors of a process</td>
</tr>
<tr>
<td>(C)</td>
<td>5.3</td>
<td>Captured processes</td>
</tr>
<tr>
<td>culp (S)</td>
<td>3.2</td>
<td>Culprit set</td>
</tr>
<tr>
<td>dadmin</td>
<td>3.6</td>
<td>Delta Debugging algorithm</td>
</tr>
<tr>
<td>(\times)</td>
<td>3.1</td>
<td>Failing test case</td>
</tr>
<tr>
<td>(C_0)</td>
<td>5.3</td>
<td>Initial set of captured processes</td>
</tr>
<tr>
<td>(f^k(x))</td>
<td>3.1</td>
<td>Iteration</td>
</tr>
<tr>
<td>test((S))</td>
<td>3.1</td>
<td>Outcome of a test function</td>
</tr>
<tr>
<td>offspring((p))</td>
<td>5.2</td>
<td>Offspring set</td>
</tr>
<tr>
<td>parent((p))</td>
<td>5.2</td>
<td>Parent process ID</td>
</tr>
<tr>
<td>(\checkmark)</td>
<td>3.1</td>
<td>Passing test case</td>
</tr>
<tr>
<td>(\mathcal{P}(S))</td>
<td>3.1</td>
<td>Power set</td>
</tr>
<tr>
<td>(P)</td>
<td>5.2</td>
<td>Process IDs</td>
</tr>
<tr>
<td>(P_{\text{root}})</td>
<td>5.2</td>
<td>Root process</td>
</tr>
<tr>
<td>(R)</td>
<td>5.4</td>
<td>Replay function</td>
</tr>
<tr>
<td>(?)</td>
<td>3.1</td>
<td>Unresolved test case</td>
</tr>
</tbody>
</table>
Glossary

**abstract syntax tree** A directed tree in which the internal nodes are operators and the leaf nodes are the operands. Related to the parse tree, but much simpler.

**antecedent** The precondition $A$ in a conditional “if $A$ then $C$”.

**AST** $\rightarrow$ abstract syntax tree.

**box-and-whisker plot** A plot that shows many characteristics of an empirical distribution. The central element is a box divided by a line, usually drawn vertically, joined at the top and bottom by graphical elements called whiskers. The box starts at the lower quartile (i.e., 1/4 of all observed values were less than or equal to this value) and extends to the upper quartile (which 3/4 of all observed values were less than or equal to). The line dividing the box is the median (the second quartile). The height of the box is the inter-quartile range, or IQR. The lower whisker is a datapoint that is at most $1.5 \cdot$ IQR away from the lower quartile, and similarly for the upper whisker. Points beyond the whiskers are called outliers.

**cluster** $\rightarrow$ vulnerability cluster.

**consequent** The postcondition $C$ in a conditional “if $A$ then $C$”.

**cross validation** A method of assessing a machine-learning algorithm. Works by partitioning a data set into $n$ (usually equal) parts and then using $n - 1$ parts to train the algorithm and then predicting for the remaining part.

**ecdf** $\rightarrow$ empirical cumulative distribution function.

**empirical cumulative distribution function** Let $(x_1, \ldots, x_n)$ be a sequence of real numbers. The empirical cumulative distribution function is then defined as $\text{ecdf}(x) = |\{k : x_k < x\}|/n$. Typically, the $x_k$ are observations of some sort.

**inter-quartile range** $\rightarrow$ box-and-whisker plot.

**IQR** $\rightarrow$ box-and-whisker plot.

**Lamport clock** $\rightarrow$ time vector.

**leave-one-out cross validation** A special form of rightarrow cross validation where the number of partitions is equal to the number of elements. In other words, if the data set has $m$ elements, the cross validation proceeds with $m = n$.

**lower whisker** $\rightarrow$ box-and-whisker plot.
**nop sled** A string of instructions that have no side effects. This is used by buffer overflow attacks: by prepending a nop sled to the attack string, the attacker does not need to know the memory layout to the byte.

**outlier** → box-and-whisker plot.

**singleton** → vulnerability singleton.

**time vector** A way to compute causality in distributed systems. Works by having every process maintain a vector of event numbers in other processes that could affect the events generated by this process.

**UML** → User Mode Linux.

**upper whisker** → box-and-whisker plot.

**User Mode Linux** An early form of operating system virtualization. The operating system is run as an ordinary user-mode process. In this way, several operating systems can be run in parallel on one machine. Now superseded by Xen.

**vector time** A way of keeping time in a distributed computation. → time vector.

**vulnerability/fix pattern** A pattern that is mined from the change history of a software project and that characterizes a vulnerability and its fix. For example, a call to `gets()` is replaced by a call to `fgets()`.

**vulnerability cluster** Set of files that have been fixed because of vulnerabilities and that appear together in one directory.

**vulnerability singleton** A file that has been fixed because of vulnerabilities but where only few other files in the same directory are similarly vulnerable.
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