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Challenges:
 Performance and QoS Guarantees

* World-wide Failure Masking and Continuous Availability
« Intelligent Information Search

Importance of quality guarantees not limited to Web
® eg., DFG graduate program at U Saarland

The Need for Performance and
QoS Guarantees

Check Availability
(Look-Up Will Take 825 Seconds)

Internal Server Error.
Our system administrator has been notified.
Please try later again.

From Best Effort To
Performance & QoS Guarantees

"Our ability to analyze and predict the performance
of the enor mously complex softwar e systems ...
are painfully inadequate”
(Report of the US President’s
Technology Advisory Committee)

» Very slow servers are like unavailable servers
* Tuning for peak load requires predictability

of workload * config ® performance function
« Sdf-tuning requires mathematical models
« Stochastic guarantees for huge #clients

P [responsetime £ 5 5] > 0.95

Example: Video (& Audio) Server
@ Partitioning of continuous data objects with varigble bit rate  Clients|
into fragments of constant time length T
® Periodic scheduling in rounds of duranon T o

Admission control
to ensure QoS
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Auto-configure server: admission control, #disks etc.

The Need for World-Wide
FailureMasking

Please review and placeyour order

Place your order

Your server command (processid #20) hasbeen terminated.
Re-run your command (severity 13) in
/export/home/WW W /your-r eliable-eshop.bizmb_1300_db.mb1
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v~ Performance and QoS Guarantees
v/ Continuous Service Availability
* Intelligent Information Search
« State of the Art & Research Challenges
* Focused Crawling




Crawling, Analyss, and Tndexing
of Web Documents
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Link Analysisfor Cont Authority

Ranking by ~
descending
relevance & authority

Query qf [o1] F!
(Set of weighted
features)

+ Consder in-degree and out-degree of Web nodes:
Authority Rank @d;):=
Stationary visit probability [d;]
in random walk on the Web
Reconciliation of relevance and authority
based on weighted sum (with ad hoc weights) 1

Dimensions of a L arge-Scale Search Engine

¢ > 2 Bio. (10**9) Web docs + 1 Bio. News docs
> 10 Terabytes raw data
*>10 Mio. terms
>2 Terabytes index
> 150 Mio. queries per day
< 1 sec. average responsetime
* <30 daysindex freshness
> 1000 Web pages per second crawled

High-end server farm:

10 000 Intel servers each with

> 1 GB memory, 2 disks, and

partitioned , mirrored data, distributed across al servers,
plusload balancing of queries, remote administration, etc.

(In-) Effectivity of Web Search Engines
query =, Che{ But thereishope:

Fermat'slast theorel |« exploit structure
URL : www-groupy .
and.ac.uk/~higtory/] * explore neighbor hood

Northernlight: 3. D. Biggins- Publj e start at topic directory
RandomWalk
http:/ / www. shef. ac. uk/ ~st1idb/ bibliog html

Excite: The Officid Web Site of Playboy LingerieModel
Mikki Chernoff - http://www. mikkichernoff.com/

Google ...strong convergence \citg] Chernoff} . \begin{ theorem
g \Iabelﬁl} Lc—I..g.J 4 }- \begin !
http:/, .unige.cimp_arc/p/00-277

Y ahoo: Moment-generating Functions; Chernoff's Theorem;
http://www. s am. org/catal oa/mec10bahadur.htm

Mathsearch:  No matches found.

AltaVista:




From Observations to Resear ch Avenues

Key observation:
yes, there are ways to find what you are searching,
but intellectual timeis expensive!
® requires ,intelligent* automation

Research Avenues:
e Structure and annotate information: XM L

e Organize documents,, semantically: ontologies
e Leverage machine learning automatic classification
e More computer time for better result: focused crawling

Goal:
should be able to find results for advanced info request
inone day with < 5 min intellectual effort
that the best human experts can find with infinitetime =

Challenge: Expert Web Queries

® Wherecan | download an open source implementation
of the ARIES recovery algorithm?

@ Find thetext and notes of the western song Raw Hide

® What are Chernoff -Hoeffdingbounds?
® Find Fermat'slast /Wiles' theorem in MathML format.

@ Arethereany theoremsisomorphicto my new conjecture?
Find related theorems.

@ Which professors from D are teaching n
DBSand have research projects on XML? <
® Which Shakespeare dramahas a scenewhere awoman

talks a Scottish nobleman into murder?

® Whowastheltalian woman that | met at the PC meeting
where Moshe Vardi wasPC Chair?

Challenge: (Meta) Portal Building

@ Who are the top researchersin the database system community?
Who isworking on using machine lear ning techniques for
searching XML data?

o What are the most important resultsin large deviation theory?

@ Find information about public subsidiesfor plumbers.
Find new EU regulationsthat affect an electrician‘sbusiness.

@ Which geneexpressiondatafrom Barrett tissuein the esophagus
exhibithigh levelsof gene AO1g ?
Are there metabolicmodels for acid reflux that could berelated
to the geneexpresson data?

Portal Web ServiceGenerm
™" Explorer (UDDI, WSDL) Serviggy YT
Deep 5 Semantid

Our Research Agenda
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v~ Performance and QoS Guarantees
v/ Continuous Service Availability
* Intelligent Information Search

v State of the Art & Research Challenges
o Focused Crawling

Focused Crawling
automatially build e

ersonal topicdirector )
FSoumen Colgakrabarti )ét al. 1999) @

Bookmarks seeds

Root

critical issues:

« classifier accuracy
« feature selection

« quality of training data|

DB Core Semistrutured

@Chnmogy/Dlata\

Web Data
[ﬁetrieval Mining XM@
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The BINGO! Focused Crawler

Bookmarks

Root

DB Core Semistrutured

el
Web Data
@etrieval Mining XM@

topic-specific
archetypes

BINGO! Adaptive Re-training
and Focus Control
for each topic V do {
archetypes(V) := top docs of SVYM confidence ranking
E top authorities of V ;

remove from archetypes(V) all docsd that donot satisfy

confidence(d) 3 mean confidence(V) ;
recompute featur e selection based on archetypes(V) ;
recompute SYM model for V with archetypes(V) astraining data

combine re-training with two-phase crawling strategy:
« learning phase
aims tofind archetypes (high precision)
® hard focus for crawling vicinity of training docs
 harvesting phase
aims tofind results (high recall)
® soft focus for long-range exploration with tunnelling

Classification with Training Data
|_(Supervised Learning): Overview WWW/ inijaet

Sdence classes feature space:
o (p+|™ term frequencies f
\Ma!hw Gl (PO) (i=1,.E.I.1,m) new
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Algebral ]u D
B automati cass gnment | DDD
Probability

and Statistics

estimate PLdT ¢ |f]
and assign document to the class

Testing DDDD with the highest probability
Larg
D:iafioLDD
; e.g. withBayesian method
i intellectual gt 7
; a P[ f|di P[dl
training assgnment P[ dl ¢ |f] = L fidl o] P[dl o]

éa - DODND P[]

Basic Probability Theory

A probability space is atriple(W, E, P) with

e ast W of elementary events,

« afamily Eof subsets of W with Wi E which is closed under
C, E, and - with a countablenumber of operands
(with finite W usually E=2W), and

 aprobability measure P: E ® [0,1] with P[W]=1 and
P[Ei Ai] = &, P[AI] for countably many, pairwisedisjoint Ai

Properties of P:
P[A] + P[@A] = 1 P[A] =0
PIA E B] = P[A] + P[B] —P[A C B] PW] =1

Random Variables

A random variable X on the prob. space (W, E, P) isafunction
X: W® M with MI Rst.{e|X(e) £x} T E foral x1 M.

Fy: M ® [0,1] with Fy(x) =P[X £X]is

the distribution function of X.

With countableset M the function f,: M ® [0,1] with f, (x) = P[X
=X] is called the densityfunction of X; in general f,(x) is F*(x).

Random variables with countable M are called discrete
otherwisethey arecalled continuous.

For discreterandom variables the density function is also
referred to as the probability mass function.

Bayes’' Theorem
Two events A, B of a prob. space areindependent

if P[A C B] = P[A] P[B].

The conditional probability P[A | B] of A under the
condition (hypothesis) B is defined &s:
pra|g) =PLCEl

Total probability theorem: P[B]
For a partitioning of W into events B1, ..., Bn:

P[A]= & P[A|Bi] P[Bi]

i=1 P[B | Al P[A
Bayes' Theorem: P[A|B]= BLELR]Epa] ||3[é] [A]
B0 of A




Naives Bayes Classifier with Bag-of-Words M odel
estimate P[ di ¢|d hat f] ~P[ f|dl ¢ ] P[dl ¢,]
with term frequency vector §

=P, P[ f;|di ¢ ] P[dl ¢, ] with feature independence
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Examplefor Naive Bayes

3 classes: ¢l —Algebra, c2 —Calculus ¢3 — Stochastics
8 terms, 6 trainingdocs d1, ..., d6: 2for each class

b pl=2/6, p2=2/6, p3=2/6
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without smoothing,

for smple calculation %

Example of Naive Bayes (2)

classification of d7: (00120030)
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Result: assgn d7 to class C3 Stochastics)

Classfication using Support Vector Machines

WX+b=0 (SVM)
X2
*e
n training vectorswnh
! components (X4, ..., Xy, C)
Q with C = +1 oder -1
x1
Training: Z

Compute separating hyperplane WX +b= 0 that maximizes the

min. distance of all positive and negative samples to thehyper plane
® solve quadratic programming problem

Decision:

Test new vector ¥ for membership in C: (Wy+b)= a w.y +b>0

Distanceof ¥ from hyperplane yields classification confldence

Featur e Selection for Hierarchical Classification

Recursively assign
new document
to best positively tested topic

Test for topic C; based on most discriminative features:
select features X; with highest mutual information
(relative entropy, Kullback-Leibler divergence)

MI(X;,Cj)= P[X UC] log
XI{X, X]}CI{CJC'J}

P[X UC]
P[ X]P[C]

Best festures for Data Mining (vs. Web IRvs. XML):
mine, knowledg, OLAP, pattern, discov, cluster, datast, ...

Feature Space Construction & Meta Strategies
® possible strategies:
« single term frequencies or tf *idf with top n M| terms
« term pairswithin proximity window
(e.g., support vector, match aout worla Championship)
« text termsfrom hyperlink neighbors
« anchor text termsfrom neighbors
(eg., <ahref=..> click here for soccer results</a>)

@ Mmeta strategies (over m featurespaces for dass k):
m
+ unanimousdecision: G(d;)=1if & CE‘) =m
n=1
m
- weighted average:  Ge(dj)=1if %ﬂn ‘st
with xa estimator P )(Joachlms 00

for precision of mode| n for classk
based on |leave-one-out training

@ strategy n with best ratio of
estimated precision to
runtime cost




Link Analysisusing Kleinberg'sHITSAlgorithm

For web graph G=(V,E) and topicspecificbaseset Bl V find
good authorities with authority score *q = é’. Yp

(p.a) E
Vo=, HEY

(p.a) E

and good hubs with hub score

Iterative approximation of principal Eigenvectors

x=Aly ! R:=Aly:=AT A%

& ag

y=AX y:=AX:=AA'Y
High authority scoresindicate good topic representatives a

Implementation of the HITSAlgorithm

1) Determinesufficientnumber (eg. 50-200) of ,root pages”
via relevance ranking (e.g. using tf*idf ranking)
2) Add all successors of root pages
3) For each root page addup tod successors
4) Computeiteratively
theauthority and hub scores of this, baseset”
(of typically 1000-5000 pages)
with initialization x,:=y, := 1/ |pbases|
and normalization after each iteration
® converges to principal Eigenvector (Eigenvector with
lar gest Eigenvalue (in the caseof multiplicity 1)
5) Return pages in descending order of authority scores
(eg. thel0 largest elements of vector x)

Drawbacks of HITS algorithm:
« relevance ranking within root set isnot considered
« susceptibleto ,topicdrift* ® extended variantsof HITS i

Experiment on Information Portal Generation (1)
for singletopicportal on , Database Research”
start with only 2 initial seeds: homepages of DeWitt and Gray

goal: automaticgathering of DBLP author homepages
(with DBLP exduded from crawl)

learning phasefor improved featureselection and classification:
depth first crawl limited to domains of seeds
followed by archetype selection and retraining (for high precision)

harvestingphasefor buildinga rich portal:
prioritized breadth -first crawl (for high recall)

Experiment on Information Portal Generation (2)

result after 12 hours (on commodity PC):
* 3 mio. URLs crawled on 30000 hosts, 1 mio. pages analyzed,
* 0.5 mio. pages positively classified
« found 7000 homepages out of 30 000 DBLP authors,
712 authors of the top 1000 DBLP authors
with 267 among the 1000 best crawl results

+ postprocessing for querying and analysis:
« rankingby SVM confidence, authority score, etc.
« clustering, relevancefeedback, etc.

Ongoing and Future Work
® Deep Web exploration with auto-generated queries

@ Exploiting ontological knowledge )
e.g.: search for a,,woman talking someoneinto murder

@ Construct richer feature spaces
e Exploiting linguistic analysis methods

eg.: ,... cuthisthroat .. —
subject:... object:...

® Generalizedlinks & semantic joins e.g. named entities
@ |dentifying semantically coherent units
® Combining focused crawling with XML search

® auto-annotation of HTML, Latex, PDF, etc. docs
® cross-document querying alaXXL

@ User guidance & portal admin methodol ogy
@ Exploitation of surf trails from user community

act: killing

Example Ontoloay (based on WordNet)

E

—T__——— ] e

v e

woman, adult female— (an adultfemaleperson)
=> amazon, virago —(a large strong and aggr essive woman)
=>donna -- (an Italian woman of rank)
=> geisha, geisha girl - (...)
=> |ady (apolite name for any woman)

=> wife— (@married woman, aman's partner in marriage)

=> witch —(abeing, usually female imagined to
have special powers derived from thedevil)

pp——) s




Ongoing and Future Work
® Deep Web exploration with auto-generated queries

@ Exploiting ontological knowledge .
e.g.: search for a,,woman talking someoneinto murder

@ Construct richer feature spaces
e Exploiting linguistic analysis methods adt: killing
eg.. ,... cuthisthroat .. —

subject:... object:...

@ Generalizedlinks & semantic joins e.g. named entities
@ |dentifying semantically coherent units
@ Combining focused crawling with XML search

® auto-annotation of HTML, Latex, PDF, etc. docs
® cross-document querying ala XXL

@ User guidance & portal admin methodol ogy
e Exploitation of surf trails from user community

Towards* Semantically Coherent” Units

;

of ...

Teaching
Research

Address: ...

My hobbies:
Poisonous frogs
Resear ch: South Amerian stampg
XML Canoeing

Auto-tuning

Ongoing and Future Work
® Deep Web exploration with auto-generated queries

@ Exploiting ontological knowledge .
e.g.: search for a,,woman talking someoneinto murder*

@ Construct richer feature spaces
e Exploiting linguistic analysis methods adt: killing
eg.: ,.. cuthisthroat .. —

subject:... object:...

® Generalizedlinks & semantic joins e.g. named entities
® |dentifying semantically coherent units

@ Combining focused crawling with XML search
® auto-annotation of HTML, Latex, PDF, etc. docs
® cross-document querying ala XXL

@ User guidance & portal admin methodology

@ Exploitation of surf trails from user community

Summary: Strategic Resear ch Avenues

Challenges for next-decade
Web information systems:
Y% Self-organizing systems built out of seif-tuning components
for performance and differentiated QoS guarantees
W Troublefree, continuously available Web services
with perfect failure masking to application programs
¢ Intelligent organization and searching of information
based on synergy of DB, IR, CL, ML, and Al technologies
® large-scale experiments
® more and better theoretical underpinnings

Conceivable killer arguments:
Infinite RAM & network bandwidth and zero latency for free|
Smarter peopledon‘t need abetter Web




